Homework 1

1. Markov’s Inequality (*): Assume a random variable X > 0. Show that for any a > 0,
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2. Chebyshev’s Inequality (*): Assume X is a random variable having mean y and variance 0. Show

that for any k& > 0,
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3. Let X1, -+, X, be a sequence of independent identically distributed random variables with E [X;] = i
and variance o2. Answer the following questions
(a) Find
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where a and b are known constants.

(¢) Show that
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4. Find the mean and variance of the following variables

X1+ + X,
n
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>6}—>0 as n — oo

(a) Binomial random variable with probability mass function

(b) Geometric random variable with probability mass function
pn=Pr{X=n}=p1l-p)" ', n>0

(¢) Uniform random variable with density

L fora<z<b
p(z) =

b—a
otherwise

(d) Exponential random variable with density

() = Ae™ M for x>0
PI=1 0 otherwise

5. (*) Let E[X]Y] denote that function of the random variable Y whose value at ¥ = y is E[X|Y = y];
and note that E [X Y] is itself a random variable. Show that

E[E[X|Y]] = E[X]

(*) optional.



