ECE 631
System Theory

Il. Linear Spaces



Functions

Given two sets X and Y, by the function T :X—Y

it is meant that for every X € X there is assigned one
and only one element Y € Y, denoted by f (X) :

Range of f : f(X):{f(X)‘XeX}
Image of V — X: f(V)z{f(X)‘XeV}

1 o ”n n

“function” : “map”, “operator”, “transformation”

Examples ....



Properties of Functions

e f:X =Y isone-to-one (1-1) (or injective)
it f(x)="f(x)=>x=x

[or (x, =%, = f(x)=f(x,))]

* f:X |- Y isonto (orsurjective) if f (X) =Y

e f:X > Y isone-to-one and onto (or bijective)

if T is both surjective and injective

Examples ....



Linear Space (Linear Vector Space)

Linear Vector Space: (X, F )
For our purposes the scalar field F is always either R or C

Definition: A set X is called a linear space over the field F

if the following axioms are satisfied:

(A) Forany X,y € X, the sum is defined and is in X ; the sum
is denoted by X+ Y.

(Al) X+ Y =YVY+ X (commutativity)
(A2) (X+VY)+z=X+(y+z) (associativity)

(A3) there exists an element 0 € X called the zero vector
s.t. X+0=X forall xeX

(A4) For every X € X there is an element (—=X) € X
such that X+ (—X)=0



Linear Space (Linear Vector Space)

Definition (continued):

(SM) For each scalar @ € F and each vector X € X the
operation of scalar multiplication is defined and
denotedby a-Xe X

(sM1) (af)-x=a-(f-X) a,feF, xeX

(SM2) - (X+Y)=a-Xx+a-y aeF,xyeX

(sm3) (a+pB)-x=a-x+pB-x a,feF, xeX

(SM4) with 1€ F being the multiplicative identity
1-x=x VXxeX




Linear Space (Examples)

Example 1: (R”,R) is a linear space.

Example 2: (Cn,C) is a linear space.

Example 3: (C[O,T],R) is a linear space.

set of all continuous time functions T (t)
defined in the interval 0<t<T



Linear Space (Examples)

Example 4: ( Dn,R) is a linear space.

set of all polynomials of degree less than or
equalto n

Example 5: K (t)_
1
f,(t) o | P ORE
f (t) - 25 I:)nz f = p2l  p22
£ (1), ' '




Linear Space (Examples)

Two examples of linear spaces are very important: (i) real
spaces; (ii) function spaces.

Real Spaces: (R”,R) or more generally (C”,C)

X
y

[, % - x] eR

[y, ¥, = y,] eR"

(A) X+Y=[X+Yy, X%+y, - % +y,] eR
(sM) ax=[ax aX, - ax] eR"



Linear Space (Examples)

Function Spaces: fu(s) 9(5)
f(s)=| g(s)=| :
fn(S) | 9n (S)_ seD
f.(s)+0.(s)
(A)  (f+g)(s)= 5 =f(s)+9(s)
fa(8)+9a(5)
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(SM)  (af)(s)




Linear Space (Examples)

More generally: Let (X,R) be a linear space. Let D be a set
and JF the class of functions that map D into X.

F={f|f: DX}

on F define addition: (f +9)(s)

f(s)+g(s) f,geF,seD
and scalar multiplication: (af)(s)=af

(S) aecR, feF,seD



Linear Subspaces

Let (X,R) be a linear space and Y asubsetof X;ie,Y X

Definition: (Y,R) is a linear subspace of X if
X, €Y => X +X, €Y

acR, xeY=axeyY

Note: To check whether (Y,R) is a linear subspace of X

all we have to checkis: ax, +X, €Y VX,X €Y,VaeR

(Verify!)



Linear Subspaces (Examples)

Example:

Consider C[0,T]={f|f:[0,T]> R}, f: continuous
let M={f|feC[0,T], f(0)=0}
Is M is subspace of C :O,T] ?

e McC [O,T] (by definition)

e Forany f,f,e M,axeR
(af,+1,)(0)=af (0)+f,(0)=c-0+0=0

=af+f,eM = M is a subspace of C[O,T]



Linear Subspaces (Examples)

Example:

Let Y,,Y, be subspace of X .

Then Y, NY, is also a subspace of X.

Proof: Let T, €Y, NY,, aeR
Then af, + f, €Y, (since f,f, €Y, )
Similarly af,+ f, €Y,

=af+f,eY,NY,

How to prove that M is a subspace? How to prove that it is not?




Example:

IS X:{

Let X:

Linear Subspaces (Examples)

xR’ ‘Xz :1} a linear subspace of (R3,R) ?

X

X3

1y:

We want to check if aX+ye X, VaeR

Let

Z=aX+y=

Ya

Y, be arbitrary vectors in X.

Ys_

_“X1+Y1_ _aX1+Y1_

ax,+Y, |=| a+l —z¢X, VaeR

_OCX3 + y3_ _OEX3 + y3_

Example: Is X, = {X e R’ ‘Xz = O} a linear subspace of (R3,R)

=2 Yes. (verify!)



Linear Independence

Definition: (Linear dependence)

Let (X,R) be a linear space. A finite number of vectors

{Xi} = {X1 X, o Xn} are linearly dependent if there exist
a set of N scalars &;, at least one of which is not zero such that

. ‘_l—‘[the zero of the linear space
n

Zai X =0y

=1

Definition: (Linear Independence)

Let (X,R) be a linear space. The set of vectors {Xi } is linearly

independent if
P Zocixi -

0 = og=0,==«,=0.

=1



Linear Independence

Fact:

If {Xi} is linearly dependent, then at least one of the vectors
can be written as a linear combination of the others.

Proof:

Assume with loss of generality that «; #0

1
= X =——]a,X, +---+a,X,].

1



Linear Independence (Examples)

Example: o
1 -1
Istheset |0 |[,|1|,| =1|; linearly independent?
k—2— . —_Z—J
1 0] -1 a,—a,=0
a,|0|+a,|1|+a,| -1|=0= a,—a,=0
2| 0 2 | 20, —2a,=0

—>a=0,=0, Llet oy=0,=a,=1

—> the setin linearly dependent



Linear Independence (Examples)

Example: I
1
Istheset <| 0|,/ 1|} linearlyindependent ?
\_2_ gy
1] 0] a, =0
a|0|+a,|1|=0=2 a,=0 =ao=a,=0.
2] 0 2a, =0

—> the set in linearly independent.



Linear Independence (Examples)

Example:

Do there exist values X1 Xy, % € R sych that the set

L O 0] X is linearly independent?
AO0LIILI0 X |
0110 [1][x5)
17 [o] o] [x] a+a,x =0 o =-a,X
a,|0|+a,|1|+a;| 0|+, X, |=0=a, +a,X =0=a, =—a,X,
10 0 1 X, | a,+a,X =0 a,=—a,X%

— always linearly dependent.
OR:Forany X, X,, Xy .9 47

X, 1 0 (0]
X, |=%]0|+X,|1[+X;]0
| X5 10 0 1

—> the fourth vector is a linear combination of the other three



Linear Independence (Examples)

Example:

Let X = {Cos(lmt)|/( =0,1,2,..., n} W, {Sin (Kﬂt)|l(‘ =12,..., m}

Consider Y :{f |f :ZN:aixi,ai e R, x eX} thatis, Y is

composed of all Iinearz:lombination of elements of X.

= Y is alinear space (verify!) N = namal

= Is X a linearly independent set of vectors?

Suppose that ZN:aiXi =0; we must show that this implies
i-1

a,=a,=...=a, =0 for X to be linearly independent.

= o, c0s(07t)+a, cos(zt)+...+a, cos(nzt)+...+a, sin(mzt) =0



Linear Independence (Examples)

Example (continued)

a, cos(0xt)+ e, cos(t)+...+ a, cos(nzt) +...+ ey sin(mzt) =0

> Integrate both sides from -1 to 1 gives o, =0

> Multiply both sides by COS(7zt) and integrate from -1 to 1
gives a, =0

» Multiply both sides by cos(2rt) and integrate from-1to1
gives U3 = 0

Continue thistoget o, =a, =...=a, =0

- X Iis a linearly independent set of vectors



Span, Basis, Dimension

Definition: Let Y = {yi 1=1..., n} be a subset of a linear

space (X,R) . The collection of linear combinations of vectors

in Y is called span of Y, denoted as: Sp(Y)

Sp(Y)Z{XEX X=Zn:aiyi,ai ceR,y, eY}
=1



Span, Basis, Dimension

Definition (Basis): Let Y ={y,:i=1,...,n} be a set of vectors
in (X,R). The set Y is called a basis for X if

(i) the vectors{yi } are linearly independent.

(i) sp(Y)=X (X,R)

> {yi } are called basis vectors of X

> Are {yi } unique basis vectors?



Span, Basis, Dimension

Note: If {yi } are the basis vectors oanthen for any X € X there

exists scalars &y,...,a, such that X= Zai Yi
i=1

Fact: This parametrization is unique.

Proof'Supposefl,Bl,,Bz, , B, such that X = Z,Byl, Zay,
X—X=0= Z(,B a)y; Smce{y,}areImearlymdependent

=1
B—a,=0;8-a,=0; ..., —a =0;=a, = B,...= uniqueness.

Definition (Dimension): If a basis Y for(X,R) has N elements

then X is an N-dimensional linear vector space.




Span, Basis, Dimension

Example:(R”,R) has a basis {el,ez,...,en} where

e =[0 - 4@0 o]T. R" is N-dimensional space.

i-th position

Example: lLet Y =

Then:
. sp(Y):R3 (verify!)

* Y isa basis for ps.



Infinite-Dimensional Linear Vector Spaces

These results can be extended to infinite-dimensional linear
vector spaces

For example: C [O,T] is an infinite-dimensional linear vector
space.

M ={cos(xrt),sin(xrt);x=012,..} X=sp(M)

M is a basis for the infinite-dimensional space X.



Dimension of Linear Vector Spaces (Examples)

1) (RM,R) * % | 3x2 matrices of reals.

2) Polynomials of degree 4 (P4,R)
e.g. X' +3x°+x°+4x+1.

3) (C,R)

4) (C,C)



Linear Transformations

Definition: Let A: X+ Y where X, Y are linear vector spaces
over the same field F. Als a linear transformation or operator if

A(ax +a,%, )= A(%)+a,A(%,) Ya,a, e F, X, %, €X

o A(X +X%,)=A(x)+A(X,) Additivity.

. A(ax):a.A(X) Homogeneity

+ Together: A(aX +a,X,) = A(X )+, A(X,)
SUPERPOSITION.




Linear Transformations

Example: A:R3 R3 y = AX

Y1
Y,
Ys

1 4 5] x
0 2 1}x
-1 5 0%

By the standard rules of matrix addition and scalar multiplication,
we have that the matrix is a linear transformation or linear

operator.

Example: (convolution) Let X = PC [O,oo], Y =PC [O,oo] and A

be defined as

linear space of piecewise

() (AX (t) J-O@Xp( (t T))X(T)dz' continuous functions

Vmore general: h(t-7)

=» Convolution is a linear operator: X(t)

g YO




Null & Range Spaces of Linear Operators

Definition: Let A be a linear operator, A: X +— Y.

The set N (A) = {X e X‘A(X) = OY} is called the null space of A.
The set R(A) = {y € Y‘y = A(X),x e X} is called the range
space of A.

Fact: NV (A) s a linear subspace of X
R(A) is alinear subspace on

0

(Verify!)




	ECE 631�System Theory
	Functions
	Properties of Functions
	Linear Space (Linear Vector Space)
	Linear Space (Linear Vector Space)
	Linear Space (Examples)
	Linear Space (Examples)
	Linear Space (Examples)
	Linear Space (Examples)
	Linear Space (Examples)
	Linear Subspaces
	Linear Subspaces (Examples)
	Linear Subspaces (Examples)
	Linear Subspaces (Examples)
	Linear Independence
	Linear Independence
	Linear Independence (Examples)
	Linear Independence (Examples)
	Linear Independence (Examples)
	Linear Independence (Examples)
	Linear Independence (Examples)
	Span, Basis, Dimension
	Span, Basis, Dimension
	Span, Basis, Dimension
	Span, Basis, Dimension
	Infinite-Dimensional Linear Vector Spaces
	Dimension of Linear Vector Spaces (Examples)
	Linear Transformations
	Linear Transformations
	Null & Range Spaces of Linear Operators

