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Market clearing: a simple example

W

Let us get started with a question. Assume an electricity market with a
single generator (G1) and an elastic demand (D1). What are the market-
clearing outcomes (production, consumption and market-clearing price)?

P
| Demand D1 |
Capacity: 100 MW Maximum load: 80 MW
Offer price: $12/MWh Bid price: 540/MWh

Market outcomes:
e Production level of G1: ?
* Consumption level of D1: ?

* Market-clearing price: ?
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Market clearing: a simple example

Let us get started with a question. Assume an electricity market with a
single generator (G1) and an elastic demand (D1). What are the market-
clearing outcomes (production, consumption and market-clearing price)?

P
| Demand D1 |
Capacity: 100 MW Maximum load: 80 MW
Offer price: $12/MWh Bid price: 540/MWh

Market outcomes:

* Production level of G1: 80 MW

* Consumption level of D1: 80 MW
* Market-clearing price: $12/MWh
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Market clearing: a simple example

An extended example: two generators (G1 and G2) and two elastic
demands (D1 and D2)

P -

A
ﬂ | Demand D1 |

O3 Maximum load: 100 MW
Capacity: 100 MW Capacity: 30 MW Bid price: $40/MWh

Offer price: $12/MWh  Offer price: $20/MWh

Market outcomes:
| Demand D2 |

. * Productions of G1 and G2: ?
Maximum load: 50 MW

Bid price: $35/MWh * Consumptions of D1 and D2: ?

* Market-clearing price: ?
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Market clearing: a simple example

An extended example: two generators (G1 and G2) and two elastic
demands (D1 and D2)

P e -

(e
ﬂ | Demand D1 |

PONER BLAL Maximum load: 100 MW
Capacity: 100 MW Capacity: 80 MW Bid price: $40/MWh

Offer price: $12/MWh  Offer price: $20/MWh

Market outcomes:

* Productions of G1 and G2: 100 MW and 50 MW

| Demand D2 |

Maximum load: 50 MW
Bid price: $35/MWh e Consumptions of D1 and D2: 100 MW and 50 MW

* Market-clearing price: $20/MWh

DTU Wind, Technical University of Denmark Jalal Kazempour 2/16



Market clearing as an optimization problem =

Question:
How to form the previous example as an optimization
problem?
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Market clearing as an optimization problem =

Generic form:

Maximize social welfare (SW) of the market?!

Subject to

* All technical constraints of generators and demands
®* Power balance equality

1 SW (also known as “market surplus”) is equal to:
[total utility of demands based on their bid prices] — [total cost of generators
based on their offer prices]
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Market clearing as an optimization problem =

Maximize ~ SW = [40pPt + 35pP?] — [12p©1 + 20p~?]

pGl ’pGQ 7le ’pDQ

(la)
subject to:
0 < p”t <100 (Ib)
0 < pD2 < 50 (1c)
0§pG1 < 100 (ld)
0 < pG2 < 80 (le)
pPL 4 pP2 _ )Gl _ G2 _ (19
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DTU
Market clearing as an optimization problem =

LY

Maximize  SW = \[40pD1 + 35pD2} — [12}9@1 + 20p°?

G1 pG2 pD1 pD2 }
\p p&e.p p} Y Y i

Y Utility of demands Cost of generators
Set of primal variables

subject to:
0< le < 100 (lb)_\ Consumption
B D2 B = limits
0<p~ <50 (Ic) |
0 < pGl < 100 (ld)_\ Generation
G2 — limits
0 < p™? <80 (le)
D1 D2 G1 G2
p+p T =p —pT =0 (11)
\

Power balance
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Market clearing as an optimization problem =

. _ D1 D27 G1 G2
pc%%l,g&zgm SW = \[40p + 35p } {12p + 20p ]}
\ l | I (la)
Y Utility of demands Cost of generators
Set of primal variables

subject to:
0< le < 100 (lb)_\ Consumption
- D2 - = limits
0<p™ =50 (Ic) |
0 < pGl < 100 (ld)_\ Generation
G2 = limits
0 < p®? <80 (Te)
le +pD2 _pGl . pGQ —0 (lf)\
Discussion:
Is this optimization problem convex? How to know it? Power balance
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Market clearing as an optimization problem =

Question:
How to obtain market-clearing price within the optimization
problem?
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Market clearing as an optimization problem =

Question:
How to obtain market-clearing price within the optimization

problem?

Answer:
The dual variable (also known as “Lagrangian multiplier”) of
the power balance equality provides the market-clearing

price!
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Market clearing as an optimization problem =

Question:
How to obtain market-clearing price within the optimization

problem?

Answer:
The dual variable (also known as “Lagrangian multiplier”) of
the power balance equality provides the market-clearing

price!

Note: This is based on “uniform” pricing scheme, which is the most common practice in real-
world electricity markets. There are other types of pricing schemes, such as “pay-as-bid” and
“Vickrey—Clarke—Groves (VCG)”, which derive market prices in a different way.
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Market clearing as an optimization problem =

Maximize ~ SW = [40pP" + 35pP?] — [12pC1 + 20p©?]

pG1 pG2 DI oD
(la)
subject to:
0 < pPt <100 (1b)
0 < pP? < 50 (lc)
0 < p®t <100 (1d)
0 < p“?% < 80 (le)
pPl 4 pP2 — Gl G2 g .\ (1f)
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Market clearing as an optimization problem ==

Maximize  SW = [40pP! + 35pP2] — [12p°1 + 20p“?]

PG cid DL 7D
(la)

subject to:

0<pPl <100 (1b)

0<p°* <50 (lc)

0 < p©!t <100 (1d)

0 < p“* <80 (le)

le _I_pDQ_pGl_pGQ:O @ (lf)
\

Dual variable of power balance equality
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Market clearing as an optimization problem =

LY

Maximize ~— SW = [40p”" + 35p"%] — [12p~" + 20p]

pGl pG2 pb1 D2

(1a)
subject to:
0<p”t <100 (1b)
0 < pP? <50 (1¢)
0 <p®t <100 (1d)
0 < p™* <80 (1e)
le _I_pDQ _pGl _pGQ — @ (lf)
Discussion:

What does a dual variable show in general (mathematical interpretation)?
What is its sign (negative, or positive, or free)? Can the electricity market price be negative?

DTU Wind, Technical University of Denmark Jalal Kazempour 7/16



Market clearing as an optimization problem =

Compact form:
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Market clearing as an optimization problem

Compact form:

Max1m1ze SW = Z[ d Pd — Z( g p (1a)

S Py
subject to:

0<pP < F? vd (1b)
0< p T < P Vg (lc)

Zpd —Zp?z A (1d)
d g

Ug : bid price of demand d

C g . offer price of generator g

P 4 - maximum load of demand d

—G

P, : capacity of generator g

DTU Wind, Technical University of Denmark Jalal Kazempour
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Market clearing considering network

i
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Market clearing considering network ==

Capacity: 80 MW
Offer price: $20/MWh

P o

. ) o
u Bus 2 jEeWIXIVINi

POWER PLANT
Demand D1

ﬁ
Load: 100 MW

Bid price: S40/MWh

Capacity: 100 MW
Offer price: $12/MWh

Load: 50 MW
Bid price: $35/MWh

For each transmission line:
®* Capacity: 100 MW
® Susceptance: 500 S

O
®
3
Q
S
o
O
N
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Market clearing considering network

Let’s use an approximate linearized representation of power
flow equations (DC power flow). Accordingly, the following
equation gives the power flow across the line connecting bus

n to bus m:

/ Y \ Y J
Susceptance Difference of

Power flow (parameter) voltage angles
from bus n to of buses n and
bus m (variable) m (variable)

DTU Wind, Technical University of Denmark Jalal Kazempour 10/16
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Market clearing considering network s
Discussion:
 What are the power flow equations in reality?
 Why do we use the DC power flow equations?
fn,m — Bn,m (Hn — Om)
\ J \ )
/ Y |
Susceptance Difference of
Power flow (parameter) voltage angles
from bus n to of buses n and
bus m (variable) m (variable)
10/16

DTU Wind, Technical University of Denmark Jalal Kazempour



Market clearing considering network

HE

Maximize SW = [40pP + 35pP1 — [12pCT 4 20p%7]

pG1 pG2 nDi pD2 GN1 gN2 NS

subject to:

0 < pPt <100

0 < pP? <50

0 < p®t <100

0 < p®?% < 80

pCl — roo(em —6N2) —500(0Nt — N3y =0 AN

pGQ pPt — 500(60N2% — 6Ny — 500(0N% — N3y =0 A2

— pP? —500(8N3 — 0NY) — 500(AN3 — gN2) =0 AN3

— 100 < 500(6Nt — aN%) < 100
( )
( )

— 100 < 500(6NT — 683y < 100
— 100 < 500(6N2 — 683y < 100
oNL —
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Market clearing considering network ==
o Maximize ST [40pPt + 35pP1] — [12p%1 + 20p°7]
subject to:
0 < pPt <100
0 < pP? <50
0 < p®t <100
0 < p®?% < 80
pt — 500Nt — 6N2) — 500(N — N3y =0 AN
p&2 — pPt —500(68% — aNY) —500(0N2 — N3y =0 AN2 —
— pP?% —500(6N3 — N1 —500(673 — N2y =0 AN3
— 100 < 500(6Nt —aN?) < 100 )
— 100 < 500(91\11 . QNS) < 100 __Capacity of each

‘ transmission line
— 100 < 500(8™% — 6N3) < 100
gN1 _ () ——— Reference bus

—_—

Power balance
at each bus

e

DTU Wind, Technical University of Denmark Jalal Kazempour 11/16



Market clearing considering network

i

Compact form:
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Market clearing considering network
Compact form:

hﬁgﬂgge SW = ZUd I ZCQ pq
subject to:

0 < pg < ?D Vd

0 < p F < P Vg

Z pd + Z Bn,m(gn — m Z ])q :)\n

dew,, med, gev,,

T Fn,.,?ﬂ < B rn.,m (8?1 T 9’??'1) g F ‘IT?!;:‘T?'?, \v/n‘ vrn’

Orer =0

DTU Wind, Technical University of Denmark Jalal Kazempour
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Market clearing considering network

Compact form:

pS.py .On

Maximize SW = Z Uy py — Z C pg
g

subject to:

pd + Z Bn m n — m Z pq :)\n

meld, gev,,

nm<\Bn,*m (9?1 _ 9’??'1) g F “I??;:‘T?'?, vn‘ \v/rrn’
QT"EJF =0 All demands

located at bus n

DTU Wind, Technical University of Denmark Jalal Kazempour
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Market clearing considering network

Compact form:
7
l\gfilgléze SW Z Uy pd Z Cy pq

subject to:

Bn,’n'z,(g T m Z pq :)\n

gevw,,

— Fn,,fm < X ,&Rg*m,) < F n.m Vn vm
QTEf — All buses m connected

to bus n through
transmission lines

DTU Wind, Technical University of Denmark Jalal Kazempour
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Market clearing considering network
Compact form:
l\ggiig;fe SW = Zd: Uy pl — Z C pg
subject to:

0<pP <P, Vd

0<pS <P, Vg

ST+ Y Bu(n —6) -

dewv,, meSl,

o Fn,,fm g Bn;m (9?1 o 9771) g F f'n,;n'z n W\K
eref — 0

All generators
located at bus n

DTU Wind, Technical University of Denmark Jalal Kazempour
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Market clearing considering network

Compact form:

qumlze SW = Z Uy pd Z Cy pq

pS.py .On

subject to:

0<pf <P, vd
0<pl <P, Vg

P d + Bn,’h-z,(g n m, pq \V/n
dew,, med, gev,,

— Fn,,fm < Bn;m (Qn — Q*m) < F f'n,;n'z vn vm

Nodal price at bus n
(locational marginal price, LMP)

DTU Wind, Technical University of Denmark Jalal Kazempour 12/16



Market clearing considering network

Compact form:

qumlze SW = Z Uy pd Z Cy pq

pS.py .On

subject to:

0<pf <P, vd
0<pl <P, Vg

Z pdD + Z Bn,m(gn — m Z pq : )\n

dew,, med, gev,,
o Fn, m < Bn m (9?1 o 9771) < \V/?’l vfrn

AN AN

Capacity of line
connecting bus n to bus m

DTU Wind, Technical University of Denmark Jalal Kazempour
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Market clearing considering network

Compact form:

Maximize SW = Z Uq pd Z Cy Pq

pS.py .On

subject to:

0<pf <P, vd
0 < pg < ?s Vg

Z pdD + Z Bn,m(gn — m Z pq : )\n

dewv,, meSl, gev,,
— Fn,,fm < Bn;m (9?1 — Q*m) g F f'n,;n'z \V/?’l vYm

— 0
Voltage angle at the

reference bus

DTU Wind, Technical University of Denmark Jalal Kazempour
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Market-clearing problem: primal optimization
pg%%lﬁpﬁf 0,0 Zd: Ua pd Zq: Cy 1y
subject to:
pP <P, R vd
pg’ < FS . ,u,g; Vg
Z i + Z B (0n — O Z Py = A\ VN

dew,, me), gevw,,
— Fn,,?n < Bn,’m (Qn — Qu‘rn) g k. ;n,;m, -1

—T.,771

nn, T ‘v’n VYm € -Q-n

o~

9(?1:'r‘ef) =0 -

DTU Wind, Technical University of Denmark Jalal Kazempour 13/16



Market-clearing problem: dual optimization

NE

Minimize Z Hd d + Z Hg ¢ _G ‘|‘ Z Fn :rn( ]n m + ’f]n m)

!uD>O #C >0 7}’“ :rn>0 nn m,>07 AT?-? Y d

subject to:

— Uy + ,u,? + Aew, = 0 :p? Vd

(/Yg + fu-g; — /\nE\If >0 pf; \V/g

E Bn.,-m()\n /\:rn +7 . m U’m n 1]
mel,,

Z B n.,-m()\n. — /\-m + T_]'FI-JTI. — T_J-m._n o T_]

n.,m
mel,,

-7,

DTU Wind, Technical University of Denmark

+ 1)

—_—m.n

+ 1)

—_—m.n

)+7=0

) =0

0

n,(mefl,,)

60, n=ref

Vn | ref

Jalal Kazempour
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Market-clearing problem: dual optimization
y —CT
Minimize “ Fn, :rn n
uD>0, pS>0, 1 >0, 7, ., >0, Z ud d ™ Z Hg + Z n m - In, m)
—~n.,m — (Tnes—znj

subject to:
— Uy + ,u,.? + Aew, = 0 :p? Vd
(/Yg + ﬂ'g — /\-'n,ELIf >0 pf; \V/g

Z B‘n,,-m()\n Am +T7] Myym — Thn, no ]n M T T_]*m -n) t7=0: O, 1= 7"€f
mel,, ,

Z Bn,-m()\n. - /\-m ™ T_]-n,m. - T]'m-n o T_]-n, m T T_]*m -n) =0 Qn' vn / 7"€f
mel,, T ,
Exercise 1: Derive this formulation yourself!

DTU Wind, Technical University of Denmark Jalal Kazempour 15/16
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Market-clearing problem: dual optimization
F B¢
Minimi G Fonl
,uD>O )uC >0, n >Dze;qrl >0, Z ud d - Z u _|_ Z 71 m + 77:@ m)
e n,(mefl,,)
subject to:

— Uy + ,u,.? + Aew, = 0 :p? Vd
(/Yg + fu'g; — /\-n,ELIf >0 pf; \V/g

Z Bn,-m()\n A 7] Maom — M. n 1 +n ) +v=0 : 6, n—= 7“€f

—n.,m —1.,Mn
mell,,
E Bn.,-m.()\n. - /\-m. _|_ T_]-,‘Q_E-yn, - T_]-yn,__n - T—]Tl m _|_ T—]??l 'Tl) — 0 Qn, vn / 7"€f
meS),, ' '

Exercise 1: Derive this formulation yourself!
How to derive a dual optimization? Next session!

DTU Wind, Technical University of Denmark Jalal Kazempour 16/16



Thanks for your attention!

Email: jalal@dtu.dk
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How to derive optimality conditions and dual problem of a
linear optimization problem?

DTU Wind, Technical University of Denmark
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Stephen Boyd at DTU

Back

convex
Optimization

AN

A mathematician on a mission

Mathematical analysis Operations analysis Mathematics

f » in

Stanford University Professor Stephen Boyd applies convex

optimization to a wide range of engineering problems. With
astounding results.

HC Orsted lectures

Twice a year, DTU invites prominent
foreign researchers to lecture on their
work, research findings, and the
"DTU should teach a course on convex optimization. And all students should be prospects within their field of research
obliged to take it!" at the so-called @rsted Lectures. The
lectures are open to all.

DTU Wind, Technical University of Denmark Jalal Kazempour
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How to derive Lagrangian function?

~

/Minimize f(x)

Z
subject to:

h(x) =0 : A
g(xz) <0 : p

o %

This is a standard form of an optimization problem!

DTU Wind, Technical University of Denmark Jalal Kazempour



How to derive Lagrangian function?

@)

/Minimize f

subject to:

h(x) =0 : A

glz) <0 : p
\_ !

This is a standard form of an optimization problem!

!

Lz, A p) = f(x) + A h(z) +p' g(x)

Jalal Kazempour

DTU Wind, Technical University of Denmark



How to derive optimality conditions?

Original (primal) problem

Minimize f(z)

subject to:
h(z) =0 : A
g(x) <0 : p

DTU Wind, Technical University of Denmark

Lagrangian function

Lz, A\ p) = f(z)+ A hz)+p'g(z)

Jalal Kazempour



How to derive optimality conditions? =

Original (primal) problem Lagrangian function

Minimize f(x)
€T

subject to:

h(z) =0 : A

g(x) <0 : p

/QE(:I:, A, 1) 2

=0
ox
h(x)=0
0< —g(x) Lu>0
A € free

\_ !

DTU Wind, Technical University of Denmark

Lz, A1) = f(z) + A h(z) + p' g(z)

Optimality
Karush—Kuhn—Tucker (KKT)
conditions

Jalal Kazempour



How to derive optimality conditions? ==

Original (primal) problem

Minimize f(x)
€T

subject to:
h(z) =0 : A
g(x) <0 : p

Lagrangian function

Lz, A1) = f(z) + A h(z) + p' g(z)

/QE(:I:, A, 1)

ox
h(x)=0

A\ € free

\_

=0

0<—g(x) Lp>0

~

N

I

!

DTU Wind, Technical University of Denmark

Optimality

Karush—Kuhn—Tucker (KKT)

conditions

Complementarity condition

Jalal Kazempour



Example

Let us consider the following linear optimization problem:

Minimize 18x1 + 819 + 1223 + 1624

r1,T2,T3,T4

subject to:

2
§$1+2$2+$321 S5l

1 +axo+axs>1 0 po
r1 >0 s

—x9 >0 1 Ly

r3 >0 s

e >0 ue

DTU Wind, Technical University of Denmark Jalal Kazempour
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Example

Let us consider the following linear optimization problem:

Minimize 18x1 4+ 819 + 1223 + 1624

[311,332,3?3,1'4]

subject to:

Four primal variables

2
§$1+2$2+3¢321 S5l

r1+axot+xs =1 0 po
r1 >0 s

—x9 >0 1 Ly

r3 >0 s

e >0 ue

DTU Wind, Technical University of Denmark Jalal Kazempour
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Example

Let us consider the following linear optimization problem:

Minimize 18x1 + 819 + 1223 + 1624

xr1,r2,r3,Tr4

subject to:

2
§x1+2x2+93321 :@
T1+ Xo + 24 2 1 @ Six dual variables, one per constraint

r1 >0
—137220 @
513'320 :
33'420 :

DTU Wind, Technical University of Denmark Jalal Kazempour
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Example

Let us consider the following linear optimization problem:

Minimize 18x1 + 819 + 1223 + 1624

r1,r2,r3,r4

subject to:

2
§x1+2x2+$321 :@
T1+ Xo + 24 2 1 @ Six dual variables, one per constraint

xr1 >0 :@

B >0 - Recall:

L2 Z J When we derive Lagrangian function, the
r3 >0 @ inequality constraints should be in form of
1120 ¢ () g(x) <0

DTU Wind, Technical University of Denmark Jalal Kazempour



Example

Original (primal) problem

Lagrangian function

Minimize 1811 4+ 819 + 1223 + 1624

T1,T2,T3,T4

subject to:

2
§x1+2x2+x321 1

1+ xot+axa>1 00 po
x1 >0 : us

— 2920 1 g

r3 >0 s

e >0 g

L(x, 1) = 18x1 + 8x2 + 1223 + 16124

2
— p1(=x1 + 229 + 3 — 1)

3

— po(x1 + 2 + x4 — 1)

— H3T1 T HaT2 — U5T3 — HeT4

DTU Wind, Technical University of Denmark

Jalal Kazempour
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Example

Lagrangian function

Optimality KKT conditions

L(x,p) =18x1 + 8xy + 1223 + 1614

2
— ,Ul(gxl + 2x9 + 23 — 1)
— po(x1 + 22+ 24 — 1)

— U3T1 + H4T2 — U5T3 — UeT4

OL(x, 1) 2
— - =18 — — — — =0
91 3M1 2 — 3
5, ,
8:1:2
OL(x, 1)
— L =12 — — us =10
O H1 — [
0L(x,

2
0§(§m1+2:p2+:p3—1)1_u120

O0<(r1+wo+as—1) Lpux>0
0<zy Lpus=>0

0< —a5 Ly >0
O0<asLlpus>0
O0<aylps=20



Example

Lagrangian function

Optimality KKT conditions

Can we write KKT
conditions in a more
compact way?

E(X, /L) = 18x1 4+ 8x9 + 1223 + 1624

2
— u1(§w1 + 2x9 + 23 — 1)

— po(z1 + 22+ 24 — 1)

— U3T1 + H4T2 — U5T3 — UeT4

OL(x, 1t) 2

—— =18 — —puy — — =0
91 3M1 M2 — [3
9, ,

85[32

OL(x, 1)

— =12 - — us =10
O M1 —
OL(x,

OLX ) _q6 =0
0134

2
OS(§$1+2$2+5E‘3—1)J—MZO

O0<(r1+wo+as—1) Lpux>0
0<2y Lus=>0

0< —a5 Ly >0
0<wx3 L us >0
0<wxy L ug=>0

=
—
—

W



Example

Lagrangian function

Optimality KKT conditions

Can we write KKT
conditions in a more
compact way? Yes!

E(X, /L) = 18x1 4+ 8x9 + 1223 + 1624

2
— u1(§w1 + 2x9 + 23 — 1)

— po(z1 + 22+ 24 — 1)

— U3T1 + H4T2 — U5T3 — UeT4

OL(x, 1t) 2

—— =18 — —puy — — =0
91 3M1 M2 — [3
9, ,

85[32

OL(x, 1)

— =12 - — us =10
O M1 —
OL(x,

OLX ) _q6 =0
0134

2
OS(§$1+2$2+5E‘3—1)J—MZO

O0<(r1+wo+as—1) Lpux>0
0<2y Lus=>0

0< —a5 Ly >0
0<wx3 L us >0
0<wxy L ug=>0

=
—
—

W



Example

Lagrangian function

Optimality KKT conditions

/

ﬁor example, we can merge these\
two conditions to get rid of dual
variable \mu_{3} corresponding
to the non-negativity condition

of x_{1}, i.e,,

2
\0§$1L(18—§H1—u2)20/

E(X, /L) = 18x1 4+ 8x9 + 1223 + 1624

2
— ,Ul(gxl + 2x9 + 23 — 1)

— po(z1 + 22+ 24 — 1)

— U3T1 + H4T2 — U5T3 — UeT4

OL(x, 1) 2
—— > =18 — — 1 — — =0
[ 91 3M1 2 — H3 ]
0 ,
M:S_Qul—u2+u4:0
85[32
OL(x, 1)
— L =12 — — 5 =0
O H1 — [
OL(x,
OLO ) _ 16y — g = 0

2
OS(§$1+2$2+5E‘3—1)J—MZO

O0<(r1+wo+as—1) Lpux>0
0<zy Lpus=>0

0< —a5 Ly >0
O0<asLlpus>0
O0<aylps=20

 w— |
—
—_
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Example

Eventually, the optimality KKT conditions are

Original (primal) problem

Minimize 18x1 + 8x9 + 1223 + 1624

L1,L2,L3,r4

subject to:

2
§CE1+22172+33321 Lo

r1t+axotaxg>1 o po
xr1 >0
— 29 >0
x3 >0
xs >0

—

DTU Wind, Technical University of Denmark

i

Optimality KKT conditions

2
O§(§x1—|—2x2—{—x3—1)_L,u120
0<(r1+a2+x4—1) L px>0

2
O§m1J_(18—§,u1—,u2)20

0< —xo L (=8+2u1 +p2) >0
0<mxy L (16—p2) >0

Jalal Kazempour



Example

How to write a code to directly solve KKT conditions (as a system of equations)?

Option 1: Solve using PATH solver (http://pages.cs.wisc.edu/~ferris/path.html)

Option 2: Define an auxiliary objective function (e.g., minimize 1), consider KKT
conditions as the constraints, and then solve the resulting optimization problem
using a non-linear solver (nonlinearity comes from complementarity conditions) ----
we will discuss later in this course how to linearize the complementarity conditions
using auxiliary binary (0/1) variables!

DTU Wind, Technical University of Denmark Jalal Kazempour
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How to derive dual problem?

DTU Wind, Technical University of Denmark

Jalal Kazempour



How to derive dual problem?

Discussion:

Why is it appealing to derive dual problem?

DTU Wind, Technical University of Denmark

Jalal Kazempour



How to derive dual problem?

Recall that

Original (primal) problem Lagrangian function
Minimize f(x)
subject to: [ > L) = J) +ATh() + o)
h(z)=0 : A
g(x) <0 = p

|

xr

Step 1: derive “dual function” as Minimize L(x, A, ) ]

DTU Wind, Technical University of Denmark Jalal Kazempour
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How to derive dual problem?

Recall that

Original (primal) problem Lagrangian function
Minimize f(x)
subfect to [ > L) = J) +ATh() + o)
h(z)=0 : A
g(x) <0 = p

[ Step 1: derive “dual function” as Minimize L(x, A, ,u)]

xr

* Dual function is an unconstrained optimization problem. For arbitrarily given values of dual variables
(\mu should be non-negative), the dual function minimizes the (relaxed) Lagrangian function. Primal
variables are the only variables to be optimized.

*  Why “relaxed”? Because constraints in the original primal problem are relaxed, and the fixed dual
variables in the dual function “penalize” the violation of relaxed constraints.

* The optimal value of the dual function provides a “lower bound” for the optimal value of objective
function of the original primal problem.

*  More info? Watch this short video: https://www.youtube.com/watch?v=40ifiG2klJQ

DTU Wind, Technical University of Denmark Jalal Kazempour
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How to derive dual problem?

Recall that

Original (primal) problem Lagrangian function

Minimize f(z)

subject to: :> Lz, A\ p) = f@)+ A hz)+p' g(z)

h(z)=0 : A
glx) <0 : u

Gep 2: derive “dual problem” which provides the best possible lower bound, i.e., \

Maximize Minimize L(z,\, p1)

A€free , p=>0 x

|

J

|

dual function

K (i.e., lower bound)

/

DTU Wind, Technical University of Denmark

Jalal Kazempour
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Example
Recall our previous example

Original (primal) problem

Minimize 18z + 8x9 + 12235 + 1624

x1,T2,r3,T4

subject to:

2
371 +2x94+23>1 @

r1+ret+axa>1 1 po
r1 20 3
—2920 1 gy

x3 >0 : pus

x4 20 pe

DTU Wind, Technical University of Denmark

Lagrangian function

L(x, 1) =18x1 + 8xs + 12x3 + 1614

2
— ,LL1(§$1 + 2x9 + 23 — 1)

— po(x1 + 22+ 24 — 1)

— W3T1 + p4T2 — U5T3 — T4

Jalal Kazempour
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Example

Recall our previous example

Original (primal) problem Lagrangian function
lMipir/r;i;g 18x1 + 89 + 123 + 1624

FLET T L(x, 1) =18x1 + 8xs + 12x3 + 1614
subject to:

5 2

ST+ 2ty =1 —M1(§SC1 + 25 + 23— 1)
ritrztra =l pe — p2(ry + 22+ 24 — 1)

1 >0 g

— U3T To — U5T3 — UeT
—29>0 g H3T1 + faT2 — U5T3 — H6T4
ZL'ZZO L U5

x4 >0 e

Dual problem Minimize 18z + 8x2 + 1223 + 1624

r1,2,3,T4

2
Maximize — —m(go 2o fas—1) |

yeeesibg =0
at He = —,LLQ(SUl +£U2—|—334—1)

— M3T1 T a2 — UsT3 — UeT4

—

DTU Wind, Technical University of Denmark Jalal Kazempour
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Example
Recall our previous exampl

Original (primal) problem

Minimize 18x1 + 8z + 1223 + 1624

T1,T2,T3,Tq

subject to:

2
§$1+21’2+1’321 51

rx1taxatwg =1 0 po
1 >0 g
—2920 1 gy

x3 >0 : pus

w30 ¢ g the inner (

Dual problem

Maximize —
1556 >0

e

Lagrangian function

L(x,pu) =18z, + 8xo + 1223 + 1624

—

2
— ,LL1<§CC1 -+ 2332 + &g — 1)

— po(x1 + 22+ 24 — 1)

— U3T1 + a2 — U5T3 — UeT4

These two terms (-1 times -\mu) are constants in

i.e., minimization) problem, but variables
in the outer (i.e., maximization) problem!
Minimize 18z + 8x9 + + 1624
r1,T2,r3,T4
2
— p1 (21 + 220 N23
3 —

— pz(xy + 22 + 334@

— U3T1 + H4T2 — U5T3 — ey

DTU Wind, Technical University of Denmark

—

Jalal Kazempour



Example

Dual problem: .
Minimize
L1,L2,Tr3,X4

Maximize —
H1s.--s 16 20

DTU Wind, Technical University of Denmark

18x1 4+ 8x5 + 1223 + 1624 ]

2
—M1(§$1+2$2+$3@ -
— pz(xy + 22 + w4@

— U3T1 T+ a2 — UsT3 — UeT4

—

Jalal Kazempour



Example

Dual problem:

—

Minimize 18z + 8xo + 12x3 + 1624

r1,T2,r3,T4

2
Maximize — —N1(§$1+25“2+x3@
6 >0
M1 He —/,LQ(x1+x2+x4@

— W3T1 T+ H4T2 — U5T3 — 6Ty

f Maximize p; + po \

H1,---, 06 20
subject to:

2
18—§M1—M2—M3:0

8—2p1 —p2+pg =0
12 —py —ps =0

\16-p2—ps=0

DTU Wind, Technical University of Denmark

Jalal Kazempour
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Example

Dual problem:

—

Minimize 18z + 8x9 + 1223 + 1624

r1,T2,r3,T4

2
Maximize — — (321 + 202 + @3 @
TP
251 M6 — ,uz(xl ~+ %o + x4@

— U3T1 T+ a2 — UsT3 — UeT4

oot )

Can we write the dual
fMaximize 1 + po \ problem in a more

1. 16 20 compact way?
subject to:

2
18—§M1—M2—M3:0

8—2p1 —p2+pg =0
12 —py —ps =0

\16-p2—ps=0

DTU Wind, Technical University of Denmark

Jalal Kazempour
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Example

Dual problem:

r1,T2,r3,T4

Maximize —
H1s.--s 16 20

0ot

Maximize p; + po \

H1,---, 06 20
subject to:

2
18—§M1—M2—M3:0

8—2uy — p2+ g =0
12 —py — ps =0

\L6-p2—pe=0  /

DTU Wind, Technical University of Denmark

Minimize 18z + 8x9 + 1223 + 1624

— pa (

— pal(zy + 22 + $4@

— U3T1 T+ a2 — UsT3 — UeT4

=
—
(—

W

2
§$1+2$2+$3@ -

—

Can we write the dual
problem in a more
compact way? Yes!

Note:

Dual variables \mu_{3} to \mu_{6} are isolated,
since they do not appear in the objective
function, and do not link constraints!

We also know that they are non-negative.

So, we can get rid of them by converting
equalities to inequalities.

Jalal Kazempour



Example

Dual problem:

Maximize 1 + o

Loy vryflis >0
subject to:

2
18—§M1—M2—M3:0

8—2p1 —p2+ps =0
12 —py —ps =0
16 — p2 —pe =0

DTU Wind, Technical University of Denmark

Maximize 1 + o
1,220

subject to:
2
18 — Q1L iz > 0

8—2p —p <0
12 —=p1 20
16 — p2 >0

Jalal Kazempour
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Example

Dual problem:

Maximize p; + po
subject to:

8 — 241 — puaE pra 0

12 — py(— pus =)0
16 — pa(— pe =)0

DTU Wind, Technical University of Denmark

Maximize 1 + o
1,220

subject to:

Jalal Kazempour



Example

Primal problem Dual problem

Two options, both are equivalent:

Option 1

Minimize 18x1 + 8xo + 1223 + 1624 Maximize 1 + po
T1,T9,T3,T4 Hiy..o 620

subject to: subject to:

2

s +2r w3 >1 0 2

3 18—§M1—M2—M3:0

r1+are+aTa>1 00 o

r1 >0  pus e =

—w2 >0 1 puy A = =0
23>0 - 16 — p2 —pe =0

1420 L He

DTU Wind, Technical University of Denmark Jalal Kazempour
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Example

Primal problem

Two options, both are equivalent:

Option 1
Minimize 18z + 8xy + 1223 + 1624

T1,T2,T3,T4

subject to:

2
§$1+2$2+$321 U

ritaxetwg>1 0 po
1 >0 : pus

—x0 20 gy

x3 >0 : us

x4 >0 ug

Dual problem

Maximize g + 2
subject to:

2
18—5#1—/@—#3:0
8—2u; —po+ g =0
12— py —ps =0

16 — po — pg =0

Option 2 (preferred, due to less number of variables/constraints)

Minimize 18x1 + 825 + 12235 + 1624

r1,r3,2420, x2<0
subject to:

2
§$1+2$2 +x3 =21

ryt+rot+xs =1 1 o

DTU Wind, Technical University of Denmark

Maximize g + o
/’l'lv,u220

subject to:
2
18 — Sh1 T~ H2 >0

8 =21 —p2 <0
12 —py 20
16 —p2 >0

Jalal Kazempour
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Important points

v Number of variables in the primal problem = Number of constraints
in the dual problem

v Number of constraints in the primal problem = Number of variables
in the dual problem

v’ Dual problem of the dual problem is the primal problem!

v’ Dual variables of the dual problem are the primal variables!

DTU Wind, Technical University of Denmark Jalal Kazempour
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Important points

v Weak duality theorem:

The value of objective function of the dual problem at any point of its
feasible region is lower than or equal to that of the primal problem at

any point of its feasible region.

In our example:

1821 + 8w + 1223 + 1624 = 11 + po

DTU Wind, Technical University of Denmark Jalal Kazempour
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Important points

v Weak duality theorem:

The value of objective function of the dual problem at any point of its
feasible region is lower than or equal to that of the primal problem at

any point of its feasible region.

In our example:

1821 + 8w + 1223 + 1624 = 11 + po
\ J \ J

| |
The value of the The value of the
objective function of the objective function of the
primal problem dual problem

DTU Wind, Technical University of Denmark Jalal Kazempour
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Important points

v Weak duality theorem:

The value of objective function of the dual problem at any point of its
feasible region is lower than or equal to that of the primal problem at

any point of its feasible region.

In our example:

18x1 + 8xo + 1225 + 16x4®u1 + Lo
\ J \ J

|

The value of the The value of the
objective function of the objective function of the
primal problem dual problem

DTU Wind, Technical University of Denmark Jalal Kazempour
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Important points

v" Strong duality theorem:

In the optimal point, if Slater’s condition holds, the value of objective
function of the dual problem is equal to that of the primal problem.

In our example [note that superscript * denotes the optimal value]:

18z] + 8x5 + 1225 + 162 = puy + ps

\ ]\ J

| |
The value of the The value of the
objective function of the objective function of the
primal problem dual problem

DTU Wind, Technical University of Denmark Jalal Kazempour
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Important points

v" Strong duality theorem:

In the optimal point, if Slater’s condition holds, the value of objective
function of the dual problem is equal to that of the primal problem.

In our example [note that superscript * denotes the optimal value]:

182} + 85 + 1224 + 16z5(=)u} + 15

\ ]\ J
| |

The value of the The value of the
objective function of the objective function of the
primal problem dual problem

DTU Wind, Technical University of Denmark Jalal Kazempour



Lecture 2: Market clearing as an equilibrium problem
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Recap

DTU Wind, Technical University of Denmark

Jalal Kazempour
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Market clearing: a simple example

An extended example: two generators (G1 and G2) and two elastic
demands (D1 and D2)

P P o
m | Demand D1 |
POWER PLANT :
: : Maximum load: 100 MW
Capacity: 100 MW Capacity: 80 MW Bid price: $40/MWh

Offer price: $12/MWh  Offer price: $20/MWh

Market outcomes:

* Productions of G1 and G2: 100 MW and 50 MW

| Demand D2 |

Maximum load: 50 MW
Bid price: $35/MWh e Consumptions of D1 and D2: 100 MW and 50 MW

* Market-clearing price: [20-35] S/MWh

DTU Wind, Technical University of Denmark Jalal Kazempour
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Market clearing as an optimization problem =

Maximize  SW = [40p”! + 35pP?] — [12p%! + 20p“?]

pGl pG2 ;D1 ;D2

(la)
subject to:
0 < pPt <100 (1b)
0 < p”? <50 (le)
0 < p“t <100 (1d)
0 < p? < 80 (1e)
pD1_|_pD2_pG1_pG2:O . 5 (1)

DTU Wind, Technical University of Denmark Jalal Kazempour
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Market clearing as an optimization problem
Maximize ~ SW = [40p"! + 35pP?] — [12p“! + 20p©?
pGl pG2 ;D1 ;D2 \[ P p ]} \[ p i ]}
| I (la)
. Utility of demands Cost of generators
subject to:
0< le < 100 }Consumption (lb)
D9 limits
0<p’ <50 (lc)
G1
0 S R S 100 Generation (ld)
0< pG2 < 80 limits (le)
\le _I_pDQ _pGl _pGQ _ O} @\ (1f)
Y Dual variable: market-clearing price

Power balance equality

DTU Wind, Technical University of Denmark Jalal Kazempour



Discussion

i

Question:

How to make sure all market participants (i.e., G1, G2, D1 and D2) are satisfied
with the market-clearing outcome, and would not deviate from it?

DTU Wind, Technical University of Denmark Jalal Kazempour
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Question:

How to make sure all market participants (i.e., G1, G2, D1 and D2) are satisfied
with the market-clearing outcome, and would not deviate from it?

Let’s develop an optimization problem for each market participant!

DTU Wind, Technical University of Denmark Jalal Kazempour
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Question:

How to make sure all market participants (i.e., G1, G2, D1 and D2) are satisfied
with the market-clearing outcome, and would not deviate from it?

Let’s develop an optimization problem for each market participant!

Question:

What is the objective of each generator?
What is the objective of each elastic demand?
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Question:

How to make sure all market participants (i.e., G1, G2, D1 and D2) are satisfied
with the market-clearing outcome, and would not deviate from it?

Let’s develop an optimization problem for each market participant!

Question:

What is the objective of each generator? Profit maximization!
What is the objective of each elastic demand? Utility maximization!
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Question:

How to make sure all market participants (i.e., G1, G2, D1 and D2) are satisfied
with the market-clearing outcome, and would not deviate from it?

Let’s develop an optimization problem for each market participant!

Question:

What is the objective of each generator? Profit maximization!
What is the objective of each elastic demand? Utility maximization!

Question:

How to calculate a generator’s profit?
How to calculate an elastic demand’s utility?
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Discussion

i

Question:

How to make sure all market participants (i.e., G1, G2, D1 and D2) are satisfied
with the market-clearing outcome, and would not deviate from it?

Let’s develop an optimization problem for each market participant!

Question:

What is the objective of each generator? Profit maximization!
What is the objective of each elastic demand? Utility maximization!

Question:

How to calculate a generator’s profit? Production level x [market price — production cost]
How to calculate an elastic demand’s utility? Consumption level x [bid price — market price]

DTU Wind, Technical University of Denmark Jalal Kazempour



Optimization problem for each market player =

DTU Wind, Technical University of Denmark Jalal Kazempour



Optimization problem for each market player =

For generator G1:
Maximize p“'(\ —12)
pGl
subject to:

0 S pGl S 100 - MG17ﬁG1

DTU Wind, Technical University of Denmark Jalal Kazempour



Optimization problem for each market player §

For generator G1: For generator G2:
Mazci;rpize pSt(\ —12) Maximize p% (X — 20)
p
subject to: subject to:
O S pGl S ].OO :EGl,ﬁGl O < pG2 & 80 : ILLG2 EGQ

DTU Wind, Technical University of Denmark Jatal Kazempour



Optimization problem for each market player §

For generator G1: For generator G2:
Mazci;rpize pSt(\ —12) Maximize p% (X — 20)
p
subject to: subject to:
O S pGl S ].OO :EGl,ﬁGl O < pG2 & 80 : ILLG2 EGQ

For demand D1:

Maximize p°'(40 — \)
le
subject to:

0<pPt <100 :pPtEP!

DTU Wind, Technical University of Denmark Jatal Kazempour



Optimization problem for each market player §

For generator G1:

Maximize p“'(\ —12)
pGl
subject to:

0<pSt <100 :pS' 7S

For demand D1:
Maximize pPl(40 — X)

p
subject to:

0<pPt <100 :pPtEP!

DTU Wind, Technical University of Denmark

For generator G2:

Maximize p“%(\ — 20)
pG2
subject to:

0 S pG2 S 80 EG27EG2

For demand D2:
Maximize p?(35 — \)

pD2
subject to:
D<Lp % LB = ™ e

Jalal Kazempour



Optimization problem for each market player =

For generator G1: For generator G2:

Magg}qize pt (A —12) Maximize p“2(\ — 20)

p
subject to: subject to:
& . G —G1

OSp S].OO E s U OSPG2§80 :HG27ﬁG2
For demand D1: For demand D2:

Maximize p°'(40 — \) Maximize p°%(35 — \)

pP1 pl2
subject to: subject to:
0 < pP! < 100 :EDlvﬁDl 0<pP2 <50 : P2 P2

Market price X is a given value (treated as a parameter) within each optimization problem!

DTU Wind, Technical University of Denmark Jalal Kazempour



Optimization problem for each market player =

For generator G1: For generator G2:

Maﬁg}?ize pt (A —12) Maximize p“2(\ — 20)

p
subject to: subject to:
&1 e |

OSp S].OO E s U OSpG2§80 :EG27EG2
For demand D1: For demand D2:

Maximize p°'(40 — \) Maximize p°%(35 — \)

pP1 pl2
subject to: subject to:
0 < pP! < 100 :ﬁDl,EDl 0<pP2<50 :puP? 7P

Market price A is a given value (treated as a parameter) within each optimization problem!

Question:
How do market players contribute to market price formation? Do we need an extra condition?

DTU Wind, Technical University of Denmark Jalal Kazempour



Optimization problem for each market player =

For generator G1: For generator G2:

Maﬁg}?ize pt (A —12) Maximize p“2(\ — 20)

p
subject to: subject to:
&1 e |

OSp S].OO E s U OSpG2§80 :EG27EG2
For demand D1: For demand D2:

Maximize p°'(40 — \) Maximize p°%(35 — \)

pP1 pl2
subject to: subject to:
0 < pP! < 100 :ﬁDl,EDl 0<pP2<50 :puP? 7P

Market price A is a given value (treated as a parameter) within each optimization problem!

Question:
How do market players contribute to market price formation? Do we need an extra condition? Yes!

DTU Wind, Technical University of Denmark Jalal Kazempour



Optimization problem for each market player =

For generator G1: For generator G2:

Ma;gci;rpize pot (A —12) Maximize p“2(\ — 20)

p
subject to: subject to:
e3) . 1 @

OSp S].OO E s U ngG2§80 :EG27EG2
For demand D1: For demand D2:

Maximize p°'(40 — \) Maximize p°%(35 — \)

pP1 pl2
subject to: subject to:
0 < pP! < 100 :ﬁDlvﬁDl 0<pP2<50 :puP? 7P

Power balance equality:
D D2 G1 G2 .
p 4+ p —p T —p =0 :A
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Optimization problem for each market player =

For generator G1: For generator G2:
Maximize pot (A —12) Maximize p“%(\ — 20)
p P2
subject to: subject to:
0 < p%! <100 :EGl,ﬁGl 0< pG2 < 80 3EG2>EG2
For demand D1: For demand D2:
Maﬁgpize pPt(40 — \) Ma;;]ijtglize pP2(35 — \)
subject to: subject to:
0 < pP! < 100 :ﬁDl,ﬁDl 0<pP2<50 :puP? 7P

Power balance equality:
D D2 G1 G2
B+ —p - —p =0 A

Question: From mathe.ma”tlcaI-persptictlve, is the ak?ove Misiimiize X (pD]' e pDQ . pGl . pGQ)
power balance equality “equivalent” to the following X

“unconstrained” optimization problem? Why?



Optimization problem for each market player

For generator G1.:

Maximize p“'(\ —12)
pGl
subject to:

0 S pGl S 100 - ,uGlaﬁGl

For demand D1:

Maximize p°'(40 — \)
le
subject to:

0< le < 100 :EDl,ﬁDl

For generator G2:

Maximize p“%(\ — 20)
pG2
subject to:

0 < pS2 < 80 :HG27ﬁG2

For demand D2:
Maximize p°%(35 — \)

pDQ
subject to:
0<pP2 <50 : P2 7P

HE

Power balance equality:
D D2 G1 G2 .
p o +p T—p T —p=0 :A

by a fictitious player, the so-called “price-setter”, who determines
the market-clearing price by penalizing the power mismatch!

Assume this unconstrained optimization problem is being solved [
A

Minimize A\ (pm R BT — pGQ)]




Optimization problem for each market player =

For generator G1:

Maximize p“'(\ —12)
pGl
subject to:

0 S pGl S 100 - MG17ﬁG1

For demand D1:

Maximize p°'(40 — \)
le
subject to:

0 Sle < 100 :ng,Em

Price-setter:
) Minimize A (pP! + pP2

A

DTU Wind, Technical University of Denmark

For generator G2:

Maximize p“%(\ — 20)
pG2
subject to:

0 < pS2 <80 :EG2,EG2

For demand D2:
Maximize p?(35 — \)

pDQ
subject to:
0<pP2 <50 : P2 7P

G1 G2)

—p —P

Jalal Kazempour



Optimization problem for each market player =

For generator G1:
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Question: Can we solve optimization problems above separately?
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Optimization problem for each market player =

For generator G1:

Maximize p©'(\ —12)
pGl
subject to:

0 S pGl S 100 - MGlyﬁGl

For demand D1:
Maximize pP(40 — \)

p
subject to:
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Price-setter:
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A

For generator G2:

Maximize p“%(\ — 20)
pG2
subject to:

0 < pS2 <80 :EG2’EG2

For demand D2:
Maximize p?(35 — \)

pDQ
subject to:
0<pP2 <50 : P2 7P

G1 G2)

—p —P

Question: Can we solve optimization problems above separately? No! Why?

DTU Wind, Technical University of Denmark
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Optimization problem for each market player =

For generator G1: For generator G2:
Mazérlnize prt(A—12) Ma);(i}%)ize p=2( X\ — 20)
subject to: subject to:

O S pGl S ].OO :EGl,ﬁGl O S pG2 S 80 :H_G27EG2

For demand D1: For demand D2:
Maximize p°'(40 — \) Maximize pP?(35 — \)

pP1 ph2
subject to: subject to:
0<pPl <100 : P> 0<pP2<50 :uP? 7P?

Price-setter:
Mini}\mize by (le _|_pD2 . pGl . pGQ)
* Market-clearing price is a variable for the price-setter, but a parameter for G1, G2, D1 and D2.
* Productions/consumptions are variables for G1, G2, D1 and D2, but parameters for the price-setter.

DTU Wind, Technical University of Denmark Jalal Kazempour



Optimization problem for each market player §

For generator G1: For generator G2:
Maximize p“'(A —12) Maximize p“%(\ — 20)
pGl pG2 p
subject to: subject to:
e3) . 1 @
OSp S].OO E s U ngG2§80 :HG27EG2
For demand D1: For demand D2:
Maximize p°'(40 — \) Maximize p°%(35 — \)
pP1 pl2
subject to: subject to:
0 < pP! < 100 :HDlvﬁDl 0<pP2<50 :puP? 7P

Price-setter:

Mini}\mize A\ (pD1 +pP2 — pCL _ pG2)

All five optimization problems above are linked, and should be solved all together!

DTU Wind, Technical University of Denmark Jalal Kazempour
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This is a game-theoretic problem.
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This is a game-theoretic problem.

This specific problem is also known as “competitive equilibrium” problem!



Optimization problem for each market player §

For generator G1:

Maximize p“'(\ —12)
pGl
subject to:

0<pSt <100 :pS' 7S

For demand D1:

Maximize p°'(40 — \)
le
subject to:

0<pPt <100 :pPtEP!

Price-setter:
Minimize A (pD1 + pP2?

A

Discussion:

What kind of game-theoretic problem is it? Is it a “non-cooperative” game? Or a “cooperative” one?

For generator G2:
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subject to:

0 S pG2 S 80 HG27EG2
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Maximize p?(35 — \)
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subject to:
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Some seminal works on competitive equilibrium

s

MATHEMATICAL METHODS OF ORGANIZING AND
PLANNING PRODUCTION*}

L. V., KANTOROVICH
Leningrad State University

1939
Contentsa

}

L. V. Kantorovich, “Mathematical methods of organizing and planning production,”
Management Science, vol. 6, no. 4, pp. 366422, 1960.

SPATIAL PRICE EQUILIBRIUM AND
I.LINEAR PROGRAMMING E C 0 N O M E T R I C A

3 *
By PavuL A. SANUELSON VoLoME 22 July, 1954 Nuneer 3

EXISTENCE OF AN EQUILIBRIUM FOR A COMPETITIVE
ECONOMY

By Kennern J. Arrow aNp GErare Depren!

I.—Tntroduciron

Increasingly, modern economic theorists are going beyond the

formulation of equilibrium in terms of such marginal cqualities as A. Wald has prosontad a model of praduction and o model of exchange und

proofs of the axistance of an equilibrium for each of them Heze proofe #f the

marginal revenue equal o marginal costs or wage rate equal to marginal sxistence of an equilibriuin are given for on integrated model of praduction, ax-
value product. Instead they are reverting to an earlier and more funda- change and canaumption. In addition the sssumptions made on the technologies of
. o 0o . hat § h f producers and the tostes of capsumers are significantly wankor than Wald's. Finally
n}ental a'SPOCt of a ma‘.)ﬂ{nllm posltlon . n‘a‘mcb’v that jrom the top ora a gimplibeation of the atructare of ithn proofa bar heen made possible through use
hill, whether or not it is locally flat, all movements are downward. of the doneapt of an ahatract ¥,  ganerslization of that nf x game.
P. A. Samuelson, “Spatial price equilibrium and linear programming,” K. J. Arrow and G. Debreu, “Existence of an equilibrium for a competitive
American Economic Review. vol. 42, no. 3, pp. 283-303. 1952, economy,” Econometrica, vol. 22, no. 3, pp. 265-290,1954.
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Relevant books and courses!

International Series in
Operations Research & Management Science

Steven A. Gabriel
Antonio J. Conejo
J. David Fuller

Benjamin F. Hobb!
Caerr;?snfleluniz o Francisco Facchinei

Jong-Shi Pang

I CO m p l E m e nta nty Finite-Dimensional
Modeling in Variational

Inequalities and
Ene gy Markets Complementarity
Problems

Volume I

@ Springer @ Springer

Prof. Steven Gabriel’s yearly short course at NTNU, “Introduction Course in Complementarity Models and
Equilibrium”: https://www.ntnu.edu/studies/courses/1%C3%988806#tab=o0mEmnet

Prof. Uday Shanbhag’s invited 5-day course at DTU in 2019. All video lectures are publicly available here:
https://www.youtube.com/watch?v=PYXIzmxW53k&list=PLKLR7D59yU0fuZTH5wjgov31D3DXta |-

DTU Wind, Technical University of Denmark Jalal Kazempour
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Market clearing as an equilibrium problem

If a solution to our equilibrium problem exists, it will be a

“Nash equilibrium point”, i.e.,

John Nash

No market participant can increase its profit by deviating
unilaterally from the equilibrium solution!

Jalal Kazempour

DTU Wind, Technical University of Denmark



Market clearing as an equilibrium problem =

®* If a solution to our equilibrium problem exists, it will be a
“Nash equilibrium point”, i.e.,

John Nash

No market participant can increase its profit by deviating
unilaterally from the equilibrium solution!

Discussion:

* Is our market-clearing problem a “Nash equilibrium” (NE) problem?

* Or, isita “generalized” Nash equilibrium (GNE)?

* What is the difference of NE and GNE? Which one is more appealing?

DTU Wind, Technical University of Denmark Jalal Kazempour
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Market clearing as an equilibrium problem

®* If a solution to our equilibrium problem exists, it will be a

“Nash equilibrium point”, i.e.,

John Nash

No market participant can increase its profit by deviating
unilaterally from the equilibrium solution!

Recall the first question:
How to make sure all market participants are satisfied with the outcome of market-

clearing optimization problem, and would not deviate from it?

Jalal Kazempour

DTU Wind, Technical University of Denmark



Market clearing as an equilibrium problem

If a solution to our equilibrium problem exists, it will be a
“Nash equilibrium point”, i.e.,

John Nash

No market participant can increase its profit by deviating
unilaterally from the equilibrium solution!

Recall the first question:
How to make sure all market participants are satisfied with the outcome of market-
clearing optimization problem, and would not deviate from it?

And new questions:
®* Which problem should we solve to clear the market (optimization or equilibrium)?
®* How to solve an equilibrium problem?

DTU Wind, Technical University of Denmark Jalal Kazempour



Market clearing: optimization vs equilibrium! =

Equilibrium

ﬂor each generator:

Maximize profit

subject to production limits ]

Optimization

~

aximize market’s social welfare

('

subject to:

For each demand:

* Production limits of generators

* Consumption limits of demands

\. Power balance /

[Maximize utility

subject to consumption limits

\Price—setter’s problem

DTU Wind, Technical University of Denmark Jalal Kazempour



How to solve the equilibrium problem?

Equilibrium

For each generator:

MaX|m|ze profit

subject to production limits

For each demand:

Maximize utility

subject to consumption limits

kPrice—setter’s problem

DTU Wind, Technical University of Denmark

Jalal Kazempour
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How to solve the equilibrium problem?

Equilibrium

For each generator: \

MaX|m|ze profit

subject to production limits

For each demand:

Maximize utility

subject to consumption limits

kPrice—setter’s problem /

Replace each optimization problem within the equilibrium problem by its
equivalent Karush-Kuhn-Tucker (KKT) optimality conditions! Recall that these
conditions are a collection of equality and inequality conditions without any

objective function!

DTU Wind, Technical University of Denmark Jalal Kazempour
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How to solve the equilibrium problem?

Equilibrium

i

FOF each generator \ ﬂor each generator:

—/

MaX|m|ze profit
KKTs

subject to production limits

For each demand: For each demand:

Maximize utility
KKTs

subject to consumption limits

———

KKTs

kPrice—setter’s problem >

A

Replace each optimization problem within the equilibrium problem by its
equivalent Karush-Kuhn-Tucker (KKT) optimality conditions! Recall that these
conditions are a collection of equality and inequality conditions without any

objective function!

DTU Wind, Technical University of Denmark Jalal Kazempour



How to solve the equilibrium problem?

Equilibrium

ﬂor each generator:

Maximize profit

subject to production limits

HE

/FOF each f_generator:

For each demand:

Maximize utility
subject to consumption limits

KKTs

For each demand:

KKTs

— \__d

> KKTs

KPrice—setter’s problem

DTU Wind, Technical University of Denmark
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Mixed complementarity problem (MCP)

It is straightforward to solve!

Jalal Kazempour



Market clearing: optimization vs equilibrium! =

Equilibrium
For each generator: \ Optimization
Maximize profit / \
Maximize market’s social welfare

subject to production limits

subject to:
For each demand:

Maximize utility * Production limits of generators

* Consumption limits of demands

k. Power balance /

subject to consumption limits

krlce -setter’s problem /

Let’s check again the equilibrium and optimization problems above!

DTU Wind, Technical University of Denmark Jalal Kazempour



Market clearing: optimization vs equilibrium! =

Equilibrium

For each generator: Optimization

[Mammlze profit /
M

~

aximize market’s social welfare
subject to production limits

subject to:
For each demand:

[Maximize utility

* Production limits of generators
* Consumption limits of demands

k. Power balance /

subject to consumption limits

krlce -setter’s problem /
MCP ] [ KKTs ]

)

DTU Wind, Technical University of Denmark Jalal Kazempour



Market clearing: optimization vs equilibrium! =

Equilibrium

For each generator: \ Optimization

[Mammlze profit /
M

subject to production limits

~

aximize market’s social welfare

subject to:
For each demand:

[Maximize utility

* Production limits of generators
* Consumption limits of demands

k. Power balance /

subject to consumption limits

krlce -setter’s problem /

1
o) .

o the MCP (obtained from equilibrium) and the KKTs (obtained from optimization)
include identical conditions?

If so, the equilibrium and optimization problems above are “equivalent”, i.e., any solution to the
equilibrium problem is also a solution to the optimization problem and vice versa.



Market clearing as an equilibrium problem

(

Maximize p®'(\ —12)

pGl

subject to:

0 S pGl S 100 :,U/GlaﬂGl
\. _ _
(Maximize p¥%(X — 20) D

pG2

subject to:

0<pS? <80 : %2 7C?
\. — J
(s D1

Maximize p— (40 — \)

le

subject to:

7 = £ H
(

Maximize pP2(35 — \)
pD2

subject to:

0 S pD2 S 50 - ,LLD2,ﬁD2)

Mini}\mize )\ (le +pD2 . pGl o pG2>
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Market clearing as an equilibrium problem

DTU Wind, Technical University of Denmark
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Market clearing as an equilibrium problem

Mini/\mize A (le +pP2 —p% —p

GQ)

DTU Wind, Technical University of Denmark
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Mixed complementarity problem (MCP)

It is straightforward to solve!



Market clearing as an equilibrium problem

DTU Wind, Technical University of Denmark

e N
12— A —pt+7% =0

ngm LHGl >0

0 < (100 — p') L &%t >
\
KQO—A—;LGQ—lrﬁGz:O
0 < p©2 J__HCQ >0
0<(80—p“%) LE** >0

J\=2

/
4 )
)\_4O_ED1 +IL_I,-D1:0
OSPDli_,L_LDlZO
0 < (100 — p*) L @”t >0
\_ /
4 )

Jalal Kazempour

Mixed complementarity problem (MCP)



Market clearing as an equilibrium problem

e N
12— A —pt+7% =0

Question:

Is this MCP identical to the KKTs of the
market-clearing optimization problem?
Let’s check!

DTU Wind, Technical University of Denmark
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Market clearing as an equilibrium problem

e N
12— A —pt+7% =0

Question:

Is this MCP identical to the KKTs of the
market-clearing optimization problem?

Let’s check!

Answer: ?

Optimization
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/
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Market clearing as an equilibrium problem

e N
12— A —pt+7% =0

Question:

Is this MCP identical to the KKTs of the
market-clearing optimization problem?

Let’s check!

Answer: Yes!

KKTs

0 < (100 — p') L &%t >
\_
(
20— A —p®+7% =0
OSPGQ J—HG2ZO

J\=2

Optimization
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subject to:
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Conclusions so far!

®* The equilibrium and optimization forms of the market-clearing

problem are equivalent, because their corresponding KKT
conditions are identical!

®* Both equilibrium and optimization forms of the market-clearing
problem obtain the “Nash equilibrium solution”, i.e., no market
player desires to deviate from the market-clearing outcomes!

DTU Wind, Technical University of Denmark Jalal Kazempour
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Form 1: Market clearing as an optimization problem

Max1mlze Z Ug pd Z Cy pg

pvad 97’1 d

subject to:

Z pd g n Z Bn m P — m Z pg = : A,

dev,, meQ, gevw,

vn

=

HE

- Fn,m, S Bn,m,(en T 97‘71) S Fn,’m -1 7-7_7-71,m Van - Qn

—9%.11%

H(nzfr’ef) =0 7
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Form 2: Market clearing as an equilibrium problem

WS

Each generator:

Each elastic demand:
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Form 2: Market clearing as an equilibrium problem

HE

Each generator:

Each elastic demand:
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subject to: subject to:
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Transmission owner as a spatial arbitrager (it buys power at a bus and sells it back at another one):
/ Max@imize Z )\ n m (0 _ en)] \
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) This term is known as “congestion rent”!
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\ T Fn,'m S Bn,m (Hn T em) S Fn,m : ﬂmmaﬁn,nz vnavm S Qn
Price-setter:
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Closer look into congestion rent

Transmission owner as a spatial arbitrager (it buys power at a bus and sells it back at another one):

/ Maximize Z )\n[Bn,m (Hm — 67@)] " \

972,

n,(mes) , . . L N .
( ) Let’s investigate if this objective function is correct!
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Closer look into congestion rent

Transmission owner as a spatial arbitrager (it buys power at a bus and sells it back at another one):

/ Maximize Z )\n[Bn,m (em _ 0”)] \

972,

n,(mey) | question: What are “financial transmission rights (FTRs)”?
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Form 2: Market clearing as an equilibrium problem
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Each generator:

Each elastic demand:
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Form 3: Market clearing as an MCP
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Conclusion

All three forms of the market-clearing problem, i.e.,
® optimization

® equilibrium
* MCP

are equivalent!

DTU Wind, Technical University of Denmark Jalal Kazempour
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Exercises ==

1- Which form of the market-clearing problem (optimization or equilibrium) is more
appealing to market operators?

2- Consider an equilibrium form of the market-clearing problem. Is it possible to solve
it iteratively without deriving KKTs? If so, what are the pros and cons?

Guide: Consider an iterative mechanism, in which the market operator fixes a set of initial prices, and then each market participant
makes her own dispatch decisions accordingly. Based on the participants’ dispatch decisions, the market operator checks whether nodal
power balance conditions hold or not. If not, the operator “systematically” adjusts those prices and disseminates the updated prices
among participants. This can be continued until there is no demand-supply mismatch. If interested, read about “Walrasian auction” and
its “tatonnement process”, which indeed requires a decomposition technique (e.g., Lagrangian relaxation or ADMM).

3- For a given Nash equilibrium (NE) problem, how to mathematically identify that an

equivalent optimization problem exists?

Guide: check chapter 4 of the book by S. Gabriel et al. (available on DTU Inside) and learn about “Principle of Symmetry”, referring to
the symmetry of Jacobian matrix. Search how we can derive the Jacobian matrix of a game. You can also check Theorem 1.3.1 of the
book by F. Facchinei and J.-S. Pang (available on DTU Inside).

4- Investigate how the solution existence and the solution uniqueness for a Nash

equilibrium (NE) can be mathematically proven.
Guide: For unigueness, search about “monotonicity” property of a game. How can we ensure a game is strongly monotone by checking
the Jacobian matrix? You can also read about “degree theory”.

DTU Wind, Technical University of Denmark Jalal Kazempour



Thanks for your attention!

Email: jalal@dtu.dk
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Recap

® Optimization form of the market-clearing problem maximizes market’s social
welfare.

DTU Wind, Technical University of Denmark Jalal Kazempour

i



Recap

® Optimization form of the market-clearing problem maximizes market’s social
welfare.

®* In equilibrium form of the market-clearing problem, each market player
optimizes its own objective function.
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Recap

® Optimization form of the market-clearing problem maximizes market’s social
welfare.

®* In equilibrium form of the market-clearing problem, each market player
optimizes its own objective function.

® Optimization and equilibrium forms of the market-clearing problem are
“equivalent”, since their corresponding KKT conditions are identical.
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Recap

® Optimization form of the market-clearing problem maximizes market’s social
welfare.

®* In equilibrium form of the market-clearing problem, each market player
optimizes its own objective function.

® Optimization and equilibrium forms of the market-clearing problem are
“equivalent”, since their corresponding KKT conditions are identical.

®* Therefore, the market’s social welfare is maximized, while each market player
obtains its maximum objective.

DTU Wind, Technical University of Denmark Jalal Kazempour
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Recap

® Optimization form of the market-clearing problem maximizes market’s social
welfare.

®* In equilibrium form of the market-clearing problem, each market player
optimizes its own objective function.

® Optimization and equilibrium forms of the market-clearing problem are
“equivalent”, since their corresponding KKT conditions are identical.

®* Therefore, the market’s social welfare is maximized, while each market player
obtains its maximum objective.

® This means that the market-clearing mechanism is efficient.

DTU Wind, Technical University of Denmark Jalal Kazempour
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Recap

Optimization form of the market-clearing problem maximizes market’s social

welfare.

In equilibrium form of the market-clearing problem, each market player
optimizes its own objective function.

Optimization and equilibrium forms of the market-clearing problem are

“equivalent”, since their corresponding KKT conditions are identical.

Therefore, the market’s social welfare is maximized, while each market player
obtains its maximum objective.

This means that the market-clearing mechanism is efficient.

A market fails (market failure) if for any reason, social welfare is not maximized,
or there is any player who desires to unilaterally deviate from market-clearing
outcomes.

DTU Wind, Technical University of Denmark Jalal Kazempour
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Discussion

Question:
In addition to achieving market efficiency, is
there any other desirable economic property
for a market-clearing mechanism?

DTU Wind, Technical University of Denmark Jalal Kazempour
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Desirable economic properties

Four desirable properties of market-clearing mechanisms are:

Market efficiency Incentive compatibility

Cost recovery Revenue adequacy
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Desirable economic properties

Four desirable properties of market-clearing mechanisms are:

Market efficiency Incentive compatibility

Cost recovery Revenue adequacy

In an efficient market, the social welfare is maximized, and
no one desires to unilaterally deviate from the market

outcomes.

DTU Wind, Technical University of Denmark Jalal Kazempour
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Desirable economic properties

Four desirable properties of market-clearing mechanisms are:

Market efficiency Incentive compatibility

Cost recovery Revenue adequacy

In an incentive-compatible market:

 Every market player can maximize its objective just by acting according to her
“true” preferences.
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Desirable economic properties

Four desirable properties of market-clearing mechanisms are:

Market efficiency Incentive compatibility

Cost recovery Revenue adequacy

In an incentive-compatible market:

 Every market player can maximize its objective just by acting according to her
“true” preferences.

* In an incentive-compatible market, if the production cost of a generator is
$12/MWh, the dominant (most profitable) strategy for that generator is to offer
“trustfully” at $12/MWh, not at any different price!
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Desirable economic properties

Four desirable properties of market-clearing mechanisms are:

Market efficiency Incentive compatibility

Cost recovery Revenue adequacy

In an incentive-compatible market:

 Every market player can maximize its objective just by acting according to her
“true” preferences.

* In an incentive-compatible market, if the production cost of a generator is
$12/MWh, the dominant (most profitable) strategy for that generator is to offer
“trustfully” at $12/MWh, not at any different price

* |In other words, no market player desires to exercise “market power” by behaving
“strategically”, i.e., by submitting “strategic” offers.

DTU Wind, Technical University of Denmark Jalal Kazempour



Desirable economic properties

i

Four desirable properties of market-clearing mechanisms are:

Market efficiency Incentive compatibility

Cost recovery Revenue adequacy

* Cost recovery refers to a condition under which every market player
is able to recover her operational (but not necessarily capital) cost.
In other words, her operational profit is always non-negative.

DTU Wind, Technical University of Denmark Jalal Kazempour



i

Desirable economic properties

Four desirable properties of market-clearing mechanisms are:

Market efficiency Incentive compatibility

Cost recovery Revenue adequacy

* Cost recovery refers to a condition under which every market player
is able to recover her operational (but not necessarily capital) cost.
In other words, her operational profit is always non-negative.

* This property is also known as “individual rationality” (although based
on some definition in the literature there might be slight differences).

DTU Wind, Technical University of Denmark Jalal Kazempour
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Desirable economic properties

Four desirable properties of market-clearing mechanisms are:

Market efficiency Incentive compatibility

Cost recovery Revenue adequacy

* Revenue adequacy refers to a condition under which the market operator
never incurs a financial deficit.
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Desirable economic properties

Four desirable properties of market-clearing mechanisms are:

Market efficiency Incentive compatibility

Cost recovery Revenue adequacy

* Revenue adequacy refers to a condition under which the market operator
never incurs a financial deficit.

* |n other words, the total payment that the market operator receives from
demands is always higher than or equal to her total payment to
generators, curtailed loads, transmission operator, etc.

DTU Wind, Technical University of Denmark Jalal Kazempour
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Desirable economic properties

Four desirable properties of market-clearing mechanisms are:

Market efficiency Incentive compatibility

Cost recovery Revenue adequacy

* Revenue adequacy refers to a condition under which the market operator
never incurs a financial deficit.

* |n other words, the total payment that the market operator receives from
demands is always higher than or equal to her total payment to
generators, curtailed loads, transmission operator, etc.

)

* As a specific status of revenue adequacy, the market is “budget balance’
if the market operator has neither financial deficit nor excess.

DTU Wind, Technical University of Denmark Jalal Kazempour



Discussion

Question:
Is there any market-clearing mechanism ensuring all four properties?

DTU Wind, Technical University of Denmark Jalal Kazempour

i



HE

Discussion

Question:
Is there any market-clearing mechanism ensuring all four properties?

Answer:
No!

®* Based on Hurwicz theorem (also known as “impossibility theorem”) [1]-
[2], no mechanism is capable of achieving all those properties at the same
time!

®* We have to find a “trade-off” among properties achieved and those lost.

[1] L. Hurwicz, "On Informationally Decentralized Systems’ in Decision and Organization, edited by C.B.
McGuire and R. Radner, Amsterdam, 1972.

[2] R. Myerson and M. A. Satterthwaite, “Efficient mechanisms for bilateral trading,” Journal of Economic
Theory, vol. 28, pp. 265-281, 1983.

DTU Wind, Technical University of Denmark Jalal Kazempour



Discussion o

>
Recall that market-clearing models determine the nodal market-clearing prices

(LMPs) based on dual variable of nodal power balance equalities. Let’s refer this
pricing method to as “LMP-based market mechanism”.

DTU Wind, Technical University of Denmark Jalal Kazempour



Discussion ==

S>>
Recall that market-clearing models determine the nodal market-clearing prices

(LMPs) based on dual variable of nodal power balance equalities. Let’s refer this
pricing method to as “LMP-based market mechanism”.

Equilibrium

For each generator: Optimization

MaX|m|ze profit /Nl

subject to production limits

~

aximize market’s social welfare

subject to:
For each demand:

. " * Production limits of generators
Maximize utility

* Consumption limits of demands

! Power balance /

subject to consumption limits

k wer balance /

DTU Wind, Technical University of Denmark Jalal Kazempour



Discussion

>
>
S>>

Recall that market-clearing models determine the nodal market-clearing prices
(LMPs) based on dual variable of nodal power balance equalities. Let’s refer this
pricing method to as “LMP-based market mechanism”.

Equilibrium

For each generator:

~

MaX|m|ze profit

subject to production limits

For each demand:

Maximize utility

subject to consumption limits

Optimization

~

/Maximize market’s social welfare
subject to:
* Production limits of generators

* Consumption limits of demands

k wer balance

—~/

Question:

! Power balance /

Which properties are ensured in the LMP-based market mechanism?

DTU Wind, Technical University of Denmark

Jalal Kazempour



Properties of LMP-based market mechanism ==

“Incentive compatibility” ensured?

“Market efficiency” ensured?

“Revenue adequacy” ensured?

“Cost recovery” ensured?

DTU Wind, Technical University of Denmark Jalal Kazempour



Properties of LMP-based market mechanism ==

“Incentive compatibility” ensured?

No! A market player (the so-called “strategic” player) may exercise “market power”
by not trustfully offering in terms of price and/or quantity!

X
—~

“Market efficiency” ensured?

“Revenue adequacy” ensured?

“Cost recovery” ensured?

DTU Wind, Technical University of Denmark Jalal Kazempour



Properties of LMP-based market mechanism ==

“Incentive compatibility” ensured?

No! A market player (the so-called “strategic” player) may exercise “market power”
by not trustfully offering in terms of price and/or quantity! u

“Market efficiency” ensured?

No! in the sense that if “market power” is exercised, the market’s social welfare
will be decreased. -

“Revenue adequacy” ensured?

“Cost recovery” ensured?

DTU Wind, Technical University of Denmark Jalal Kazempour



Properties of LMP-based market mechanism ==

“Incentive compatibility” ensured?

No! A market player (the so-called “strategic” player) may exercise “market power”
by not trustfully offering in terms of price and/or quantity! /; ,i

“Market efficiency” ensured?

No! in the sense that if “market power” is exercised, the market’s social welfare
will be decreased. —~

®e

“Revenue adequacy” ensured?
Yes! Proof as an exercise; see the next slide! o\
“Cost recovery” ensured?
Yes! Proof as an exercise; see the next slide! ()

DTU Wind, Technical University of Denmark Jalal Kazempour



Exercise 1

Provide a mathematical proof that the LMP-based market

mechanism ensures “revenue adequacy” and even “budget
balance”.

Guide:
Step 1- Consider the nodal power balance equality for bus n.
Step 2- Multiply each term within the equality of Step 1 by the LMP at that bus.

Step 3- Consider the summation of all equalities obtained in Step 2 for all buses. What does
the resulting equality mean?

DTU Wind, Technical University of Denmark Jalal Kazempour
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Exercise 2

Provide a mathematical proof that the LMP-based market
mechanism ensures “cost recovery” for all market players.

Guide:
Step 1- Consider the equilibrium form of the market-clearing problem.

Step 2- For each generator’s optimization problem, derive the corresponding “strong duality”
condition, which enforces the equality of objective function of primal and dual problems at
the optimal point. The primal objective function is generator’s profit. Check the terms within
the dual objective function -- are they all non-negative? If so, what does it mean?

Step 3- Similar to Step 2, investigate the cost recovery for elastic demands and transmission
system operator using the equilibrium problem in Step 1.

DTU Wind, Technical University of Denmark Jalal Kazempour
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Exercise 2

Provide a mathematical proof that the LMP-based market
mechanism ensures “cost recovery” for all market players.

Guide:
Step 1- Consider the equilibrium form of the market-clearing problem.

Step 2- For each generator’s optimization problem, derive the corresponding “strong duality”
condition, which enforces the equality of objective function of primal and dual problems at
the optimal point. The primal objective function is generator’s profit. Check the terms within
the dual objective function -- are they all non-negative? If so, what does it mean?

Step 3- Similar to Step 2, investigate the cost recovery for elastic demands and transmission
system operator using the equilibrium problem in Step 1.

Question: If the lower bound for the generation level of a generator is a positive (non-zero)
value, can we still ensure cost recovery?

DTU Wind, Technical University of Denmark Jalal Kazempour



Unit commitment ==

S>>

Recall that we have ignored unit commitment (UC) constraints of thermal
generators within the market-clearing problem.

DTU Wind, Technical University of Denmark Jalal Kazempour



Unit commitment ==

S>>

Recall that we have ignored unit commitment (UC) constraints of thermal
generators within the market-clearing problem. These UC constraints include:

® Ramping limits of generators,

® The minimum production level of generators,

® Start-up cost of generators,

®* Minimum up- and down-time constraints of generators,
* etc.

DTU Wind, Technical University of Denmark Jalal Kazempour



Unit commitment =

S>>

Recall that we have ignored unit commitment (UC) constraints of thermal
generators within the market-clearing problem. These UC constraints include:

® Ramping limits of generators,

®* The minimum production level of generators, : :
These constraints require

® Start-up cost of generators, binary variables!
®  Minimum up- and down-time constraints of generators,
* etc

DTU Wind, Technical University of Denmark Jalal Kazempour



Unit commitment =

Recall that we have ignored unit commitment (UC) constraints of therma
generators within the market-clearing problem. These UC constraints include:

® Ramping limits of generators,

®* The minimum production level of generators, : :
These constraints require

® Start-up cost of generators, binary variables!
®* Minimum up- and down-time constraints of generators,
* etc.

Some references explaining the formulation of UC constraints:

[1] M. Carrién and J. M. Arroyo, “A computationally efficient mixed-
integer linear formulation for the thermal unit commitment problem,”
IEEE Transactions on power systems, vol. 21, no. 3, pp. 1371-1378,
2006.

[2] J. Ostrowski, M. F. Anjos, A. Vannelli, “Tight mixed integer linear
programming formulations for the unit commitment problem,” IEEE
Transactions on Power Systems, vol. 27, no. 1, pp. 39-46, 2012.

[3] M. F. Anjos and A. J. Conejo, “Unit commitment in electric energy
systems,” Foundations and Trends® in Electric Energy Systems, vol. 1
no. 4, pp. 220-310, 2017.

DTU Wind, Technical University of Denmark Jalal Kazempour



Unit commitment

>
>
>

Recall that we have ignored unit commitment (UC) constraints of therma
generators within the market-clearing problem. These UC constraints include:

Ramping limits of generators,
The minimum production level of generators,
Start-up cost of generators,

Minimum up- and down-time constraints of generators,

etc.

Some references explaining the formulation of UC constraints:

[1] M. Carrién and J. M. Arroyo, “A computationally efficient mixed-
integer linear formulation for the thermal unit commitment problem,”
IEEE Transactions on power systems, vol. 21, no. 3, pp. 1371-1378,
2006.

[2] J. Ostrowski, M. F. Anjos, A. Vannelli, “Tight mixed integer linear
programming formulations for the unit commitment problem,” IEEE
Transactions on Power Systems, vol. 27, no. 1, pp. 39-46, 2012.

[3] M. F. Anjos and A. J. Conejo, “Unit commitment in electric energy
systems,” Foundations and Trends® in Electric Energy Systems, vol. 1
no. 4, pp. 220-310, 2017.

DTU Wind, Technical University of Denmark

These constraints require
binary variables!

Reference [1] uses one type of
binaries only (on/off status of
generators) to model all UC
constraints.

Reference [2] models the same
UC constraints as in [1], but
using three types of binaries
(on/off, start-up, and shut-down
status of generators).

Both models obtain the same
results, but the model in [2] is
computationally faster than the
onein [1]! Any idea why?

Jalal Kazempour



Unit commitment =

Recall that we have ignored unit commitment (UC) constraints of therma
generators within the market-clearing problem. These UC constraints include:

® Ramping limits of generators,

®* The minimum production level of generators, : :
These constraints require

®* Minimum up- and down-time constraints of generators,
* etc.

One more reference!

If you would like to “relax” binary variables of UC constraints in a “tight” way, e.g., for capacity
expansion planning studies:

[4] B. Hua, R. Baldick, and J. Wang, “Representing operational flexibility in generation expansion planning
through convex relaxation of unit commitment,” IEEE Transactions on power systems, vol. 33, no. 2, pp.
2272-2281, 2018.

DTU Wind, Technical University of Denmark Jalal Kazempour



Discussion

Note: The unit commitment problem is a mixed-integer linear problem (MILP), and we still
need dual variables to derive market prices!

DTU Wind, Technical University of Denmark Jalal Kazempour
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Discussion

Note: The unit commitment problem is a mixed-integer linear problem (MILP), and we still
need dual variables to derive market prices!

Question: How to derive dual variables in a MILP? Is there any mathematical challenge?

DTU Wind, Technical University of Denmark Jalal Kazempour
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Discussion

Note: The unit commitment problem is a mixed-integer linear problem (MILP), and we still
need dual variables to derive market prices!

Question: How to derive dual variables in a MILP? Is there any mathematical challenge?

Some seminal papers about duality theory for integer programming:

[1] E.L. Johnson, “Cyclic groups, cutting planes and shortest paths”, Mathematical programming, 1973.

[2] L. A. Wolsey, “Integer programming duality: Price functions and sensitivity analysis,” Mathematical
Programming, vol. 20, no. 1, pp. 173-195, 1981.

[3] A. C. Williams, “Marginal values in mixed integer linear programming,” Mathematical Programming,
vol. 44, no. 1-3, pp. 67-75, 1989.

DTU Wind, Technical University of Denmark Jalal Kazempour
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Discussion

i

Questions: When UC constraints are included,
1- How to derive “market prices”?

2- Does the LMP-based market-clearing mechanism still guarantee achieving “cost
recovery” for all market players?

DTU Wind, Technical University of Denmark Jalal Kazempour



Pricing with unit commitment constraints =

Step 1

Unit commitment
problem (MILP)

® Step 1: Solve the unit commitment problem, and obtain the optimal values
for all binary variables

DTU Wind, Technical University of Denmark Jalal Kazempour



Pricing with unit commitment constraints =

Step 1 Step 2

Optimal values for

Unit commitment all binary variables Market-clearing
problem (MILP) » problem with fixed

binaries (LP)

® Step 1: Solve the unit commitment problem, and obtain the optimal values
for all binary variables

® Step 2: Solve the same problem while binary variables are replaced by their
optimal values (0 or 1) obtained in Step 1. This results in a linear problem
(LP), so determine the LMPs based on dual variables.

DTU Wind, Technical University of Denmark Jalal Kazempour



Step 1: unit commitment problem

DTU Wind, Technical University of Denmark
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Step 1: unit commitment problem

Let’s add the following UC constraints to the market-clearing problem:

®* The minimum production level of generators,
® Start-up cost of generators.

DTU Wind, Technical University of Denmark Jalal Kazempour
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Step 1: unit commitment problem
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Step 1: unit commitment problem
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Step 1: unit commitment problem
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Step 2: LP with fixed binaries
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Step 2: LP with fixed binaries
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Step 2: LP with fixed binaries
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Step 2: LP with fixed binaries
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(Cy Pgiz)]

By fixing the values of binaries, the
optimal values of the start-up cost
of generators are somehow given!
Their start-up cost variable looks
like a parameter in the objective
function, and can be eliminated!
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(Cy Pf;t)]

By fixing the values of binaries, the
optimal values of the start-up cost
of generators are somehow given!
Their start-up cost variable looks
like a parameter in the objective
function, and can be eliminated!

1\/£ax11mze E Ua.t P?i — E
d.t

I‘St 2 gt I'dt Ot g.t
subject to:

—D
0<pR, <P,, VdVt

P(1 ( h\((l <](_7 S P ( h\((l vg.vf &/
Z ])](:[?.t e Z B'n.777(9n.t m f Z P(, = . )\'n.tl V'ﬂ,\/f
dew, mEn geEWV,

_ Fn..m S Bn.m.(e'n.f _ Qm..t) S Fn.m \\'/Il,\V/'771 € S)-n- Vt
The start-up cost does NOT

On=repye =0 Vi contribute to the market
price formation, because
T [T ( .ﬁ,\'t,'tl (:;.ﬁ,\'wl i H .

0< s , S (S (ug; —ugY Vg, Vi that cost is not reflected in

the dual variable!

DTU Wind, Technical University of Denmark Jalal Kazempour



HE

Step 2: LP with fixed binaries

(Cg Pgt)]

By fixing the values of binaries, the
optimal values of the start-up cost
of generators are somehow given!
Their start-up cost variable looks
like a parameter in the objective
function, and can be eliminated!

1\/£ax11mze E Uqg.t p,l ; — E

I‘St Sg,to I'clt On.t g.t
subject to:
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D
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This means that the “cost recovery”
of generators cannot be ensured
anymore, because market prices do
not support their start-up costs! ’

The start-up cost does NOT

contribute to the market

price formation, because

Y.Vt that cost is not reflected in
the dual variable!

DTU Wind, Technical University of Denmark Jalal Kazempour



Step 2: LP with fixed binaries

i

* |In current practice of electricity markets in the U.S., market operators use “uplift
mechanisms” [1]-[2] to restore “cost recovery”, but at the cost of inefficiency
and sub-optimality!

* The negative profit of each generator is compensated by an “ex-post” side
payment, i.e., “uplift payment”.

* The loads will be eventually charged due to uplift payments!

[1] R. O’Neill et al., “Efficient market-clearing prices in markets with nonconvexities,” European Journal of Operational Research, vol.
164, pp. 269-285, Jul. 2005.

[2] W. W. Hogan and B. J. Ring, “On minimum-uplift pricing for electricity markets,” Harvard Working Paper, 2003. Available:
https://scholar.harvard.edu/whogan/files/minuplift 031903.pdf

DTU Wind, Technical University of Denmark Jalal Kazempour
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Step 2: LP with fixed binaries

i

* |In current practice of electricity markets in the U.S., market operators use “uplift
mechanisms” [1]-[2] to restore “cost recovery”, but at the cost of inefficiency
and sub-optimality!

* The negative profit of each generator is compensated by an “ex-post” side
payment, i.e., “uplift payment”.

* The loads will be eventually charged due to uplift payments!

[1] R. O’Neill et al., “Efficient market-clearing prices in markets with nonconvexities,” European Journal of Operational Research, vol.
164, pp. 269-285, Jul. 2005.

[2] W. W. Hogan and B. J. Ring, “On minimum-uplift pricing for electricity markets,” Harvard Working Paper, 2003. Available:
https://scholar.harvard.edu/whogan/files/minuplift 031903.pdf

Discussion:
What is the current practice in the European electricity markets?
Guide: Read about “block orders” and “paradoxically rejected blocks”

DTU Wind, Technical University of Denmark Jalal Kazempour
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Exercise 3

i

There is another market-clearing mechanism called “Vickrey—Clarke—Groves (VCG)”,
which pays/charges each generator/demand based on its value/cost to the market
(see, e.g., references [1]-[2], in the next slide).

Consider a market with three generators G1, G2, G3 and two demands D1 and D2. The
market-clearing outcomes in VCG are identical to those in the LMP-based market
design; the only difference is “pricing” (but NOT production and consumption levels)!

For example, to calculate the payment to G1 under VCG, the market operator clears
the market twice: one time including G1, and another time excluding G1. The payment
to Gl is:

PaymenttoGl1=A-B

where term A is calculated based on clearing outcomes when G1 exists in the market:
A = [total utility of demands D1 and D2] —[total cost of generators G2 and G3, but not G1]

Similarly, term B is calculated based on market-clearing outcomes when G1 is absent:
B = [total utility of demands D1 and D2] —[total cost of generators G2 and G3]

DTU Wind, Technical University of Denmark Jalal Kazempour



Exercise 3

i

Question:
®* Does VCG mechanism ensure “incentive compatibility”, “market efficiency”
and “cost recovery”?

Note: The VCG mechanism does not necessarily achieve “revenue adequacy” for
the market, which is its main drawback! There are several versions of improved
VCG in the literature, seeking to reduce (but not necessarily eliminate) the budget
deficit.

[1] Y. Xu and S. H. Low, “An efficient and incentive compatible mechanism for wholesale electricity markets," IEEE
Transactions on Smart Grid, vol. 8, no. 1, pp. 128-138, 2017.

[2] B. F. Hobbs, M. H. Rothkopf, L. C. Hyde, and R. P. O'Neill, “Evaluation of a truthful revelation auction in the
context of energy markets with non-concave benefits," Journal of Regulatory Economics, vol. 18, no. 1, pp. 5-32,

2000.

DTU Wind, Technical University of Denmark Jalal Kazempour



Thanks for your attention!

Email: jalal@dtu.dk

DTU Wind, Technical University of Denmark
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Lecture 4: Bidding strategy in ancillary service markets
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Short introduction to Nordic ancillary service markets

DTU Wind, Technical University of Denmark Jalal Kazempour
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Synchronous grid areas in Europe

M RG Continental Europe (UCTE) 4
I RG Nordic -
Il RG Great Britain
M RG Ireland

I RG Baltic

DTU Wind, Technical University of Denmark Source: ENTSO-e Jalal Kazempour
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Synchronous grid areas in Europe

M RG Continental Europe (UCTE) 4
I RG Nordic -
Il RG Great Britain
M RG Ireland

I RG Baltic

DTU Wind, Technical University of Denmark Source: ENTSO-e

DK1 (part of UCTE)

DK2 (part of
Nordic)

Jalal Kazempour



Synchronous grid areas in Europe

M RG Continental Europe (UCTE) 4
I RG Nordic -
Il RG Great Britain
M RG Ireland

I RG Baltic

DTU Wind, Technical University of Denmark Source: ENTSO-e

DK1 (part of UCTE)

DK2 (part of
Nordic)

Energinet is
operating the
Danish power
system in two
areas - different
ancillary services
exist in DK1 and
DK2

Jalal Kazempour



Frequency-based ancillary services in DK1 and DK2
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DTU Wind, Technical University of Denmark
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Ancillary services in DK1 (as part of the
continental area)

o FCR

o aFRR

o mFRR

Ancillary services in DK2 (as part of the
Nordic area)

O

O
O
O
O

FFR (fast frequency reserve)
FCR-D (D stands for disturbance)
FCR-N (N stands for normal)
aFRR

mFRR

Jalal Kazempour



Specifics of ancillary services in DK1 and DK2

i

Source: Energinet (Gennemgang af Nuvaerende Systemydelse Markeder)
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Potential service providers in DK1 and DK2
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Historical data: Activated FCR-D and FCR-N in DK2 (2021-2022)

Credit: Marco Saretta, DTU MSc thesis, 2023
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Historical data: Activated FCR-D and FCR-N in DK2 (2021-2022)

Credit: Marco Saretta, DTU MSc thesis, 2023
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FCR-D was
very rarely
activated!
Service
providers
received
payments
due to
capacity
reservation
but were
activated
very rarely!



Historical data: FCR-D and FCR-N prices in DK2 (2015-2022)

Credit: Marco Saretta, DTU MSc thesis, 2023

FCR payment [€/MW]

=
—
—

i

500 4 —— FCR-N [euro/MW]
——  FCR-D Up [euro/MW]

400 4 —— FCR-D Down [euro/MW]

300 A

200 -

100 - |
0 ST T e . . '\."v‘-'..'-'f'.' ‘
2015

DTU Wind, Technical University of Denmark

2016 2017 2018 2019 2020 2021 /2022 2025
Year

FCR-D Down started in
January 2022

Jalal Kazempour



A closer look at historical FCR-D up/down prices in Denmark (DK2)

Credit: Gustav Lunde and Emil Damm, DTU MSc thesis, 2024

HE
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DTU Wind, Technical University of Denmark
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Current market for FCR-D Up/Down in Denmark =
Gate.clc-)sure for Ex-post financial
Submlttl_ng F_CR-D settlement (penalty for
capacity bids Activation activation failure)
: : : : >
: - - time
Day D-1 } Day D+1
(00:30 am) Y (noon)
Day D

o The FCR-D services are used to be bought in D-2 (until
very recently). Now it is in D-1.

o There is a second (optional) market for FCR-D in D-1 in

case TSOs realize more FCR-D services should be bought.

o Payment for capacity only (activation is not “energy-
intensive”)

o Penalty for activation failure = the cost of alternative
source

DTU Wind, Technical University of Denmark

Nordic TSO obligations to procure FCR services in 2023

Share FCR-N  FCR-D Up FCR-D Down

(%] (MW] [MW] (MW]
StatNett 39 234 564 546
FinGrid 20 120 290 280
Svenska Kraftnat 38.3 230 555 536
Energinet 27 7¢ 41 38
Nordic obligations 100 600 1450 1400

Source: Energinet report [link]

Outlook for the need in 2030-2040: Energinet report [link]
Credit: Marco Saretta, DTU MSc thesis, 2023

Relevant article by Marco et al: [link]

Jalal Kazempour


https://en.energinet.dk/Electricity/Ancillary-Services/Tender-conditions-for-ancillary-services/
https://energinet.dk/om-publikationer/publikationer/outlook-for-ancillary-services-2023-2040/
https://arxiv.org/abs/2306.10962

.

Stochastic flexible assets that can bid their flexibility to ancillary service
markets

o These assets could be in the demand or supply side!
o Examples of stochastic flexible assets: electric vehicles (EVs), heat pumps, supermarket freezers, wind turbines, etc.
o Future consumption/production level of these assets is stochastic = stochastic baseline!

o Without loss of generalization, from now on, we consider the FCR-D Up/Down market as our example ancillary service
markets!

DTU Wind, Technical University of Denmark Jalal Kazempour



Data for an aggregation of EV charging boxes in Denmark
Credit: Gustav Lunde and Emil Damm, DTU MSc thesis, 2024

o Data for electric vehicles (EVs) provided by Spirii (https://spirii.com/en)

o Time period of March 24, 2022, to March 21, 2023

o Minute-level resolution (the ideal is to have a higher-resolution dataset)

Minute

DTU Wind, Technical University of Denmark Jalal Kazempour
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Data for an aggregation of EV charging boxes in Denmark

Credit: Gustav Lunde and Emil Damm, DTU MSc thesis, 2024

o Data for electric vehicles (EVs) provided by Spirii (https://spirii.com/en)

o Time period of March 24, 2022, to March 21, 2023

o Minute-level resolution (the ideal is to have a higher-resolution dataset)

Consumption level for a random historical hour
(an aggregation of 1400 EV charging boxes)
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DTU Wind, Technical University of Denmark Jalal Kazempour
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Data for an aggregation of EV charging boxes in Denmark

Credit: Gustav Lunde and Emil Damm, DTU MSc thesis, 2024
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o Data for electric vehicles (EVs) provided by Spirii (https://spirii.com/en)

o Time period of March 24, 2022, to March 21, 2023

o Minute-level resolution (the ideal is to have a higher-resolution dataset)

Consumption level for a random historical hour
(an aggregation of 1400 EV charging boxes)
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DTU Wind, Technical University of Denmark

Potential for down-regulation (e.g.,
FCR-D Down services) by increasing
the consumption level

Jalal Kazempour
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Data for an aggregation of EV charging boxes in Denmark

Credit: Gustav Lunde and Emil Damm, DTU MSc thesis, 2024

o Data for electric vehicles (EVs) provided by Spirii (https://spirii.com/en)

o Time period of March 24, 2022, to March 21, 2023

o Minute-level resolution (the ideal is to have a higher-resolution dataset)

Consumption level for a random historical hour
(an aggregation of 1400 EV charging boxes)
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Power [kW]

Data for an aggregation of EV charging boxes in Denmark
Credit: Gustav Lunde and Emil Damm, DTU MSc thesis, 2024

HE

1-CDF of potential [kW] for FCR-D Up (left plot) and FCR-D Down (right plot) services throughout the day
(based on historical data for 1400 EV charging boxes). CDF = cumulative distribution function.
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Power [kW]

Data for an aggregation of EV charging boxes in Denmark
Credit: Gustav Lunde and Emil Damm, DTU MSc thesis, 2024

HE

1-CDF of potential [kW] for FCR-D Up (left plot) and FCR-D Down (right plot) services throughout the day
(based on historical data for 1400 EV charging boxes). CDF = cumulative distribution function.
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Data for an aggregation of EV charging boxes in Denmark
Credit: Gustav Lunde and Emil Damm, DTU MSc thesis, 2024

HE

1-CDF of potential [kW] for FCR-D Up (left plot) and FCR-D Down (right plot) services throughout the day
(based on historical data for 1400 EV charging boxes). CDF = cumulative distribution function.
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Data for an aggregation of EV charging boxes in Denmark

Credit: Gustav Lunde and Emil Damm, DTU MSc thesis, 2024
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i

1-CDF of potential [kW] for FCR-D Up (left plot) and FCR-D Down (right plot) services throughout the day
(based on historical data for 1400 EV charging boxes). CDF = cumulative distribution function.
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These two distribution functions are built based on available historical data during the period of March 24, 2022, to March 21,
2023. It is not necessarily the best way to utilize data. For example, one may use these data to “probabilistically forecast” the

future baseline and then use it for bidding decision-making purposes. Or due to seasonality or non-stationarity reasons or alike,
one may use the most recent/relevant data for the representation of baseline for the next day!

DTU Wind, Technical University of Denmark

Jalal Kazempour



The P90 requirement of Energinet

o The name “P90” was given by us. It is not used in the Energinet report.

o “Energinet: Prequalification and test,” Energinet, 2023, accessed: 2024-05-30. [Online]. Available:
https://en.energinet.dk/electricity/ancillary-services/prequalification-and-test/

Jalal Kazempour

DTU Wind, Technical University of Denmark
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https://en.energinet.dk/electricity/ancillary-services/prequalification-and-test/

WS

The P90 requirement

“Energinet requires that there must at maximum be bid in capacity corresponding to the 10% percentile
with delivery of capacity reserves from fluctuating renewables and flexible consumption. This means, that
the participant’s prognosis, which must be approved by Energinet, evaluates that the probability is 10%
that the sold capacity is not available. This entails that there is a 90% chance that the sold capacity or
more is available. This is when the prognosis is assumed to be correct. The probability is then also 10\%,
that the entire sold capacity is not available. If this were to happen, it does not entail that the sold
capacity is not available at all, however just that a part of the total capacity is not available. The available
part will with a high probability be close to the sold capacity.”

Source: Energinet report [link]

DTU Wind, Technical University of Denmark Jalal Kazempour
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The P90 requirement

“Energinet requires that there must at maximum be bid in capacity corresponding to the 10% percentile
with delivery of capacity reserves from fluctuating renewables and flexible consumption. This means, that
the participant’s prognosis, which must be approved by Energinet, evaluates that the probability is 10%
that the sold capacity is not available. This entails that there is a 90% chance that the sold capacity or
more is available. This is when the prognosis is assumed to be correct. The probability is then also 10\%,
that the entire sold capacity is not available. If this were to happen, it does not entail that the sold
capacity is not available at all, however just that a part of the total capacity is not available. The available
part will with a high probability be close to the sold capacity.”

Source: Energinet report [link]

How do you interpret this requirement?

DTU Wind, Technical University of Denmark Jalal Kazempour
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The P90 requirement

.

“Energinet requires that there must at maximum be bid in capacity corresponding to the 10% percentile
with delivery of capacity reserves from fluctuating renewables and flexible consumption. This means, that
the participant’s prognosis, which must be approved by Energinet, evaluates that the probability is 10%
that the sold capacity is not available. This entails that there is a 90% chance that the sold capacity or
more is available. This is when the prognosis is assumed to be correct. The probability is then also 10\%,
that the entire sold capacity is not available. If this were to happen, it does not entail that the sold
capacity is not available at all, however just that a part of the total capacity is not available. The available
part will with a high probability be close to the sold capacity.”

Source: Energinet report [link]

This requirement lets a stochastic recourse bid in Nordic ancillary service markets, provided the
probability of the bid to be successfully realized is at least 90% -- this means the resource will be still
counted qualified for bidding in ancillary service markets if the probability of “reserve shortfall” (also
called “overbidding”) is not more than 10%.

DTU Wind, Technical University of Denmark Jalal Kazempour
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The P90 requirement

“Energinet requires that there must at maximum be bid in capacity corresponding to the 10% percentile
with delivery of capacity reserves from fluctuating renewables and flexible consumption. This means, that
the participant’s prognosis, which must be approved by Energinet, evaluates that the probability is 10%
that the sold capacity is not available. This entails that there is a 90% chance that the sold capacity or
more is available. This is when the prognosis is assumed to be correct. The probability is then also 10\%,
that the entire sold capacity is not available. If this were to happen, it does not entail that the sold
capacity is not available at all, however just that a part of the total capacity is not available. The available
part will with a high probability be close to the sold capacity.”

Source: Energinet report [link]

How does Energinet check this requirement for given bids?

DTU Wind, Technical University of Denmark Jalal Kazempour
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The P90 requirement

How does Energinet check it?

DTU Wind, Technical University of Denmark

&

Harry van der Weijde (He/Him) - 1st 1d eee
Senior Scientist at TNO Vector | Energy | Transport | Economics | S...
Interesting! How is the requirement enforced, since only the
realisations are visible and the underlying distribution is usually not?
How do bidders prove a 90% probability?

Like - € 1| Reply - 1Reply

Q Thomas Dalgas Fechtenburg - 1st d eee

- Senior Manager, Ancillary Services, Energinet

Harry van der Weijde - based on at least three months of
historical performance, where the P90 proved to be available
at least 15% of the time (a binary consideration). We
continuously monitor the performance of both the physical
delivery and forecasts as well, which allow for a “low” entry
criteria.

Like - € 2 Reply

Thomas Dalgas Fechtenburg - 1st 2d eee

Senior Manager, Ancillary Services, Energinet

I'm glad you find our requirement interesting! After having it for ~3
years now, we start to see the effect of it. From our perspective it
took some time to learn, but now multiple providers have developed
probabilistic forecasts to meet it effectively.

Looking forward to read your paper!

Like - € 1 | Reply - 1Reply

@ Jalal Kazempour (XIS 2d ee»

Head of Section, Head of Studies, Associate Professor at ...

Thanks Thomas for the comment and all discussions we had
so far. Indeed it is very innovative and interesting. | am not
aware of any other TSO with a similar innovative requirement.
Very nice to hear there are now some flex providers meeting

Jalal Kazempour
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Mathematical representation of the P90 requirement ==

>
>

Let’s start with the FCR-D Up market. One can formulate a similar optimization problem for the FCR-D Down market.

Bidding a reserve capacity (in kW) to the FCR-D Up market in a given hour (say hour h):

Max c!
cT>0

subject to:
P(c'<El, Vm)>1—ce

DTU Wind, Technical University of Denmark Jalal Kazempour



Mathematical representation of the P90 requirement ==

>
>

Let’s start with the FCR-D Up market. One can formulate a similar optimization problem for the FCR-D Down market.

Bidding a reserve capacity (in kW) to the FCR-D Up market in a given hour (say hour h):

Max
cT>0

/ Reserve capacity bid [kW] in the given hour to be offered
CT to the FCR-D Up market. This is our decision variable!

subject to:
P(c'<El, Vm)>1—ce

DTU Wind, Technical University of Denmark Jalal Kazempour



Mathematical representation of the P90 requirement 2

>

Let’s start with the FCR-D Up market. One can formulate a similar optimization problem for the FCR-D Down market.

Bidding a reserve capacity (in kW) to the FCR-D Up market in a given hour (say hour h):

Max ¢!
cT>0

subject to:
P(c'<El, Vm)>1—ce

/ Minutes ={1, 2, ..., 60} in

Probability distribution of the given hour h
the FCR-D Up service
availability per minute m
of the given hour

2500
S2000
S50
§1w)m:' |
500
000 o0 08 00 00 00 .00 L 00 of
O O 00 O 00 (00 (GO 00

DTU Wind, Technical University of Denmark Jalal Kazempour



Mathematical representation of the P90 requirement ==

>
>

Let’s start with the FCR-D Up market. One can formulate a similar optimization problem for the FCR-D Down market.

Bidding a reserve capacity (in kW) to the FCR-D Up market in a given hour (say hour h):

Max c!
cT>0

subject to: o
P(cM<El, Vm)>1—ce

\

P(.): Probability function.
Note that we have a “probabilistic constraint”!

0.1 as per the P90 requirement

DTU Wind, Technical University of Denmark Jalal Kazempour



Mathematical representation of the P90 requirement S

>

Let’s start with the FCR-D Up market. One can formulate a similar optimization problem for the FCR-D Down market.

Bidding a reserve capacity (in kW) to the FCR-D Up market in a given hour (say hour h):

Max c!
cT>0

subject to:
[P(CT = FTT,L, ‘v’m) > 1 —e}

What does this “probabilistic constraint” enforce?

DTU Wind, Technical University of Denmark Jalal Kazempour



Mathematical representation of the P90 requirement ==

>

Let’s start with the FCR-D Up market. One can formulate a similar optimization problem for the FCR-D Down market.

Bidding a reserve capacity (in kW) to the FCR-D Up market in a given hour (say hour h):

Max c!
cT>0

subject to:
[P(CT = FTT,L, ‘v’m) > ] —e}

What does this “probabilistic constraint” enforce?

It enforces the “probability” of the set of constraints inside P(.) to be met should be at least 90%.
Given 60 minutes, it enforces our reserve capacity bid corresponding to hour h should be available at
least in 54 minutes of that hour and we should not see a reserve shortfall in more than 6 minutes! It
does not say about the “magnitude” of shortfall though as it is the case in the P90 requirement too.

DTU Wind, Technical University of Denmark Jalal Kazempour
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Mathematical representation of the P90 requirement o1y

>

Let’s start with the FCR-D Up market. One can formulate a similar optimization problem for the FCR-D Down market.

Bidding a reserve capacity (in kW) to the FCR-D Up market in a given hour (say hour h):
Max ¢!
cT>0
subject to:
[IP’((:T <Fl, ¥m)>1 —e}

What does this “probabilistic constraint” enforce?

» This is a “chance-constrained program”! It is a well-known class of optimization problems under
uncertainty!

» This is specifically a “joint” chance-constrained program as we have more than one constraint
within P(.).

DTU Wind, Technical University of Denmark Jalal Kazempour



DTU

Mathematical representation of the P90 requirement S

>

Let’s start with the FCR-D Up market. One can formulate a similar optimization problem for the FCR-D Down market.

Bidding a reserve capacity (in kW) to the FCR-D Up market in a given hour (say hour h):

Max ¢!
cT>0

subject to:
[IP’((:T = an, \/m) > 1 —e}

What does this “probabilistic constraint” enforce?

Question: Having data with a second-resolution than minutes, does it make our decision-making
optimization problem more flexible (and less conservative)?

DTU Wind, Technical University of Denmark Jalal Kazempour



How to solve a (joint) chance-constrained program?

.

Two solution techniques:

1. ALSO-X (reference [1]-[2]. ALSO-X is the initials of co-authors in [1].)

2. Conditional value-at-risk (CVaR) approximation

Both techniques require sampling from distributions. Recall we have 60 distributions, one per minute.
We draw w = {w1, w2, ..., |w|} arbitrary samples from each distribution.

[1] S. Ahmed, J. Luedtke, Y. Song, and W. Xie, “Nonanticipative duality, relaxations, and formulations for chance-constrained stochastic programs,” Mathematical
Programming, vol. 162, no. 1, pp. 51-81, 2017.

[2] N. Jiang and W. Xie, “ALSO-X and ALSO-X+: Better convex approximations for chance constrained programs” Operations Research, vol. 70, no. 6, pp. 3581-3600, 2022.

DTU Wind, Technical University of Denmark Jalal Kazempour
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How to solve a (joint) chance-constrained program?

Two solution techniques:

1. ALSO-X (reference [1]-[2]. ALSO-X is the initials of co-authors in [1].)

2. Conditional value-at-risk (CVaR) approximation

Both techniques require sampling from distributions. Recall we have 60 distributions, one per minute
We draw w = {w1, w2, ..., |w|} arbitrary samples from each distribution.

If the underlying probability distribution admits certain properties, we can have an “analytical”

reformulation [3] = Satisfactory out-of-sample performance.

[3] A. Nemirovski and A. Shapiro, “Convex approximations of chance constrained programs,” SIAM Journal on Optimization, vol. 17, no. 4, pp. 969-996, 2007.
Jalal Kazempour

DTU Wind, Technical University of Denmark



How to solve a (joint) chance-constrained program?

WS

Two solution techniques:

1. ALSO-X (reference [1]-[2]. ALSO-X is the initials of co-authors in [1].)

2. Conditional value-at-risk (CVaR) approximation

Both techniques require sampling from distributions. Recall we have 60 distributions, one per minute.
We draw w = {w1, w2, ..., |w|} arbitrary samples from each distribution.

» What is the minimum number of samples that we should use? See [4] for the answer!

[4] J. Luedtke and S. Ahmed, “A sample approximation approach for optimization with probabilistic constraints,” SIAM Journal of Optimization, vol. 19, no. 2, pp. 674-699,
2008.

DTU Wind, Technical University of Denmark Jalal Kazempour



ALSO-X

Chance constraint = sample-based MILP reformulation = LP relaxation = iterative algorithm

DTU Wind, Technical University of Denmark Jalal Kazempour

.



ALSO-X solution technique

Max ¢!
cT>0

subject to:
P(cT<Fl, Vm)>1—¢

Joint chance-constrained program

DTU Wind, Technical University of Denmark

Jalal Kazempour
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ALSO-X solution technique

HE

Max ¢!
cT>0

subject to:
P(cT<Fl, Vm)>1—¢

_ ) Reformulation based on samples
Joint chance-constrained program

DTU Wind, Technical University of Denmark Jalal Kazempour
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ALSO-X solution technique

Max ¢!
cT>0

subject to:
P(cT<Fl, Vm)>1—¢

_ _ Reformulation based on samples
Joint chance-constrained program

Max el
ct>0,Ym,€{0,1}

subject to:
—F < YmoM Vm,w

ZZymw<q

Sample—based mixed-integer linear program (MILP)

DTU Wind, Technical University of Denmark Jalal Kazempour



ALSO-X solution technique

Max ¢!
cT>0

subject to:
P(cT<Fl, Vm)>1—¢

DTU Wind, Technical University of Denmark

& Unchanged.

Not indexed by sample w.

Max

ct>0,Ym,€{0,1}
subject to:

el — Fgw < YnmowM Vm,w

> ) ymw <4
m w

Jalal Kazempour
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ALSO-X solution technique

Max ¢!
cT>0

subject to:
P(cT<Fl, Vm)>1—¢

DTU Wind, Technical University of Denmark

Max

c?>0[ym, €{0,1} |

subject to:

HE

el

Binary variables, one per
minute, per sample!

el — Fgw < YnmowM Vm,w

> ) ymw <4
m w

Jalal Kazempour



ALSO-X solution technique

Max ¢!
cT>0

subject to:
P(cT<Fl, Vm)>1—¢

DTU Wind, Technical University of Denmark

Max el

CTZO,ym,wE{O,l}
. _ Sample w from the
SUbJeCt to: distribution for minute m

c! _S ym,wM Vm, w
> Ymw <4
m  w

Jalal Kazempour
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ALSO-X solution technique

Max ¢!
cT>0

subject to:
P(cT<Fl, Vm)>1—¢

)

Max el
CTZO,ym,WE{O,l}
. A large enough positive
subject to:

constant, e.g., 10000.

mw_ymw Ym,w
ZZym,wSQ
m w

DTU Wind, Technical University of Denmark Jalal Kazempour



ALSO-X solution technique

Max ¢!
cT>0

subject to:
P(cT<Fl, Vm)>1—¢

Indicating whether the
probabilistic constraint in
the original problem has
been “violated” in minute

m under sample w:
y=0 = no
y=1 2 yes

DTU Wind, Technical University of Denmark

Max cl
ct>0,Ym,€{0,1}

subject to:

FT o = P Vm,w]

ZZymw<q

Jalal Kazempour

=
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ALSO-X solution technique

Max ¢!
cT>0

subject to:
P(c'<Fl, Vm)>1-—

DTU Wind, Technical University of Denmark

€

Max cl

ct>0,Ym,€{0,1}
subject to:

FT w JYmwM Vm,w
[ZZymw}< q

Total cases (for all minutes and samples) the
original probabilistic constraint has been
“violated”!

Jalal Kazempour



ALSO-X solution technique

Max ¢!
cT>0

subject to:
P(cT<Fl, Vm)>1—¢

DTU Wind, Technical University of Denmark

HE

Max el

ct>0,Ym,€{0,1}
subject to:

el — F,E,w < YnmowM Vm,w
> D ymw <[d]

Our budget for violation (given parameter)
=10% * number of samples * number of minutes

Jalal Kazempour



ALSO-X solution technique

The challenge of this problem is the number of binary
variables. With 1000 samples, we will have 60,000
binary variables, which may make the problem
computationally expensive or even intractable!

DTU Wind, Technical University of Denmark

HE

Max el
ct>0,Ym,€{0,1}

subject to:
el — Fgw < YnmowM Vm,w

> ) ymw <4
m w

MILP

Jalal Kazempour
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ALSO-X solution technique

Al

gorithm 1 ALSO-X

L

6:

Input: Stopping tolerance parameter 4, e.g., § = 107"
Require: Relax the integrality of y
:q+0
7 + € x number of samples x number of samples
while (j—(lzddo
Set g = (-51%(2
Retrieve ©* as an optimal solution to the relaxed Let’s relax every binary variable between zero

problem; 16, e L% o and one (so, MILP=> LP) and solve an iterative
Set ¢ = q if P(ym.o*x = 0) > 1 — ¢; otherwise, § = ¢ ) .
end while algorithm the so-called ALSO-X algorithm!

Output: A feasible solution to the non-relaxed problem,

i.e., the MILP. %
Max ¢l

ct>0,Ym,€{0,1}
subject to:
el — F,E,w < YnmowM Vm,w

> ) ymw <4
m w
MILP

DTU Wind, Technical University of Denmark Jalal Kazempour
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CVaR

Chance constraint = CVaR constraint (conservative approximation of chance constraint) 2 sample-based
convex reformulation

DTU Wind, Technical University of Denmark Jalal Kazempour



CVaR reformulation ek

>

o The CVaR method [4] approximates the joint chance constraint by controlling magnitude of reserve shortfall
using a reformulated LP. This is why the CVaR reformulation is more conservative than the original chance-
constrained problem.

[4] R. T. Rockafellar and S. Uryasev, “Optimization of conditional value-at-risk,” Journal of Risk, vol. 2, pp. 21-42, 2000

DTU Wind, Technical University of Denmark Jalal Kazempour



CVaR reformulation uiv

>
>

o The CVaR method [4] approximates the joint chance constraint by controlling magnitude of reserve shortfall

using a reformulated LP. This is why the CVaR reformulation is more conservative than the original chance-
constrained problem.

o Thus, the CVaR minimizes the expected reserve shortfall for the worst (1-\epsilon) samples which is the value-
at-risk (VaR). Recall \epsilon = 0.1 as per the P90 requirement.

[4] R. T. Rockafellar and S. Uryasev, “Optimization of conditional value-at-risk,” Journal of Risk, vol. 2, pp. 21-42, 2000

DTU Wind, Technical University of Denmark Jalal Kazempour



CVaR reformulation ek

>

o The CVaR method [4] approximates the joint chance constraint by controlling magnitude of reserve shortfall
using a reformulated LP. This is why the CVaR reformulation is more conservative than the original chance-
constrained problem.

o Thus, the CVaR minimizes the expected reserve shortfall for the worst (1-\epsilon) samples which is the value-
at-risk (VaR). Recall \epsilon = 0.1 as per the P90 requirement.

o The CVaR approximation problem reads as

Max el
CT2076§07<m,w

subject to:

- F mw L Cimga RO

1
WZZCm,w <(1-¢p

B R Gra ¥,

[4] R. T. Rockafellar and S. Uryasev, “Optimization of conditional value-at-risk,” Journal of Risk, vol. 2, pp. 21-42, 2000

DTU Wind, Technical University of Denmark Jalal Kazempour



CVaR reformulation =

o The CVaR method [4] approximates the joint chance constraint by controlling magnitude of reserve shortfall
using a reformulated LP. This is why the CVaR reformulation is more conservative than the original chance-

constrained problem.

o Thus, the CVaR minimizes the expected reserve shortfall for the worst (1-\epsilon) samples which is the value-
at-risk (VaR). Recall \epsilon = 0.1 as per the P90 requirement.

o The CVaR approximation problem reads as

Max ¢l
CTZ(),BSO»Cm,w

subject to:

- F mw L Cimga RO
1
ng,w S (1 T E)ﬁ

number of samples * [ ‘me‘
B R Gra ¥,

number of minutes

[4] R. T. Rockafellar and S. Uryasev, “Optimization of conditional value-at-risk,” Journal of Risk, vol. 2, pp. 21-42, 2000

DTU Wind, Technical University of Denmark Jalal Kazempour



Further requirements of Energinet

DTU Wind, Technical University of Denmark

Jalal Kazempour
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LER requirement of Energinet

Source: Energinet report [link]

WS

“There are additional requirements for units and portfolios with limited energy reservoir (LER) units,
such as batteries.”

DTU Wind, Technical University of Denmark Jalal Kazempour
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LER requirement of Energinet

Source: Energinet report [link]

i

“There are additional requirements for units and portfolios with limited energy reservoir (LER) units,
such as batteries.”

Example: LER requirement for FCR-D Up in DK2:

“If you wish to prequalify 1 MW for FCR-D upwards, you must reserve 0.2 MW in the downwards direction
for Normal State Energy Management (NEM) as well as 20 minutes of full FCR-D upwards delivery, or 0.33
MWh of energy.”

DTU Wind, Technical University of Denmark Jalal Kazempour


https://en.energinet.dk/electricity/ancillary-services/prequalification-and-test/

LER requirement of Energinet

Source: Energinet report [link]

WS

“There are additional requirements for units and portfolios with limited energy reservoir (LER) units,
such as batteries.”
Example: LER requirement for FCR-D Up in DK2:

“If you wish to prequalify 1 MW for FCR-D upwards, you must reserve 0.2 MW in the downwards direction
for Normal State Energy Management (NEM) as well as 20 minutes of full FCR-D upwards delivery, or 0.33
MWh of energy.”

How do you interpret this requirement?

DTU Wind, Technical University of Denmark Jalal Kazempour
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LER requirement of Energinet
Source: Energinet report [link]

h

“There are additional requirements for units and portfolios with limited energy reservoir (LER) units,
such as batteries.”

Example: LER requirement for FCR-D Up in DK2:

“If you wish to prequalify 1 MW for FCR-D upwards, you must reserve 0.2 MW in the downwards direction
for Normal State Energy Management (NEM) as well as 20 minutes of full FCR-D upwards delivery, or 0.33
MWh of energy.”

Consumption level for a random historical hour (an aggregation of 1400 EV charging boxes).

2500 2500
Without LER requirements With LER requirements

2000 2000
= 1500 Z 1500
£ 1000 Downwards flexibility 5 1000

Downwards fiexibility
500 ‘ 500 )
! } * 3 o4
Upwards flexibility ’ Upwards flexibility -
v 10 20 30 a0 50 60 9 10 20
Time [min)

30 40 50 60
Time [min]
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Revisited chance-constrained program with the LER requirement

For each hour h:

S.t.

Maximize ct -+ cg
thO,czzO

ley+c <Fl, Vm
ct < Frt Vm >1—c€
ct SF,nE%h VYm

DTU Wind, Technical University of Denmark

Vh

Jalal Kazempour
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Revisited chance-constrained program with the LER requirement

For each hour h:
FCR-D Down bid [kW] FCR-D Up bid [kW]

\ /

Max1mlze c —|—ch

T >0, c. >0
S.t.
schte, <FL,  Ym
P| ¢ <Fy, Vm | >1—€¢ Vh
ct = Fg,h Vm

DTU Wind, Technical University of Denmark Jalal Kazempour
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Revisited chance-constrained program with the LER requirement
For each hour h:

Maximize ct 4 cg
thO,c;ZO

S.t.
lef+c) <F!,  vm

P| ¢ <Fy, Vm | >1—€ Vh
ct = Fg,h vm

Probability distribution of upward/downward
flexibility availability in minute m

Jalal Kazempour

DTU Wind, Technical University of Denmark



Revisited chance-constrained program with the LER requirement

For each hour h:

Maximize ci 4 cg
thO,c;ZO

s.t.
lef+c) <F!,  vm

P C}L-L S F;l;z,h \V/m Z 1l —¢€
ct = Fg,h Vm

\

Probability distribution of downward flexibility
availability in minute m such that aggregated
battery can be charged, if the service fully
activated, for the next 20 minutes

DTU Wind, Technical University of Denmark

Vh

Jalal Kazempour



Out-of-sample results over a year

140
120+

100+

Count of days

20

801

60 -

40-

ALSO-X

| I Days without overbids
I Days with overbid
=— = P10 target line (10%)
= = Exclusion line (15%)

* Mean = 10.10%

0 10 20 30 40 50
Frequency of overbid [%]

DTU Wind, Technical University of Denmark
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Count of days

80

[=)]
o

o
o

]
o

o

CVaR

I Days without overbids
Days with overbid
— = P10 target line (10%)
= = Exclusion line (15%)
* Mean = 4.13%

1

0 10 20 30 40 50
Frequency of overbid [%]

Jalal Kazempour
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Out-of-sample results over a year

Total profit (median) of 1400 charging boxes per hour:

140-

120

100

(o2}
o

Total revenue [DKK / hour]
5 3

20

70 28 14 10 7 4 2 1
(20) (50) (100) (140) (200) (350) (700) (1400)

Number of bundles
(number of charging boxes in each bundle)

DTU Wind, Technical University of Denmark

Jalal Kazempour
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Towards distributional robustness

Wasserstein distributionally robust joint chance-constrained optimization
(uncertainty in the right-hand side):

Maximize ct - cg
thO, C;EZO

S.t.
1.4 T T
IIp}él%)l P Cit < Fsz,h VYm >1—€¢ Vh
E
G Sdyp vm

DTU Wind, Technical University of Denmark



Towards distributional robustness

Wasserstein distributionally robust joint chance-constrained optimization
(uncertainty in the right-hand side):

Maximize ct + cg

4 ) )
cy, 20, ¢, 20

S.t.
1.4 ) )
min P cil < F#,,,h VYm >1—c¢€
E
¢, <Fn vm
where

Radius (given)
P= {]P . dw'(HD, HADN) S 9{

N

Wasserstein  Empirical
distance distribution
DTU Wind, Technical University of Denmark

Vh

HE
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Towards distributional robustness

We adopt Proposition 2 of [5] for an exact reformulation of the joint chance constraint:

PROPOSITION 2. For the safety set S(x) ={€ €R¥ |a]x <b] € +b,, Vm € [M]}, where b,, #0

for all m € [M], the chance constrained program (2) is equivalent to the mized integer conic program

-

.
Zijgc= min c'x

q,s,t,@

st. eNt—e's>0N

bT Ai bm_ Y
mé ~||Fb ” amw-i-Mint—si Vme [M], i € [N]

qe{071}N7 3207 :BEX’

where M is a suitably large (but finite) positive constant.

This results in a mixed-integer conic (or linear, depending on the norm) program.

[5] Z. Chen, D. Kuhn, and W. Wiesemann, “Data-driven chance constrained programs over Wasserstein balls,” Operations Research,

vol. 72, no. 1, pp. 410-424, 2024

DTU Wind, Technical University of Denmark



Input data: In-sample vs out-of-sample

EV Charging Simulation

000000

iiiiiiiii
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Results
IS distribution of flexibility
--- ALSO-X
~-- DRJCC
120+ CVaR
100 1

Hour of Day

IS: in-sample
OO0S: out-of-sample

DTU Wind, Technical University of Denmark

120

100 1

OOS distribution of flexibility

--- ALSO-X
--- DRJCC
CVaR

Hour of Day

=
—
—
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Results

IS distribution of flexibility

1201

100 1

801

kw

60 -

--- ALSO-X
--- DRJCC
CVaR

Distribution of
potential for FCR-D
Down flexibility

/ Flexibility bids

IS: in-sample
OO0S: out-of-sample

Hour of Day

DTU Wind, Technical University of Denmark
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100 1
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60 1

OOS distribution of flexibility
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Some takeaways and potential future directions

o TSO requirements (both P90 and LER) can be modeled as a joint chance-constrained program.

o ALSO-X provides a good approximation of the chance constraint.
o CVaRis a conservative approach for solving a joint chance-constrained program.

o There is a synergy effect with more charging boxes in a bundle.

Potential future directions:

O Forecasting the baseline instead of using historical data for sampling (will it be useful?)
O Higher resolution data (enforcing constraints, e.g., per second, instead of minutes)

O Multi-market bidding (FCR-D, FCR-N, aFRR, FFR, etc)

L Does location of assets matter in low-inertia grids for frequency services?

L More heterogenous aggregation of stochastic assets (EVs + heat pumps + ....)

DTU Wind, Technical University of Denmark Jalal Kazempour

.



M=

Further reading

G. Lunde, E. Damm, P. A. V. Gade, and JK, “Aggregator of electric vehicles bidding in Nordic FCR-D
markets: A chance-constrained program,” https://arxiv.org/abs/2404.12818

P. A. V. Gade, H. Bindner, and JK, “Leveraging P90 requirement: Flexible resources bidding in
Nordic ancillary service markets,” https://arxiv.org/abs/2404.12807

Jalal Kazempour

DTU Wind, Technical University of Denmark
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Thank you!

DTU Wind, Technical University of Denmark

Jalal Kazempour
Professor, Head of Section
jalal@dtu.dk

www.jalalkazempour.com

Jalal Kazempour
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