
We will consider the Dynamic Programming (DP) algorithm
for stochastic sequential decision problems, which arise in
a broad variety of applications, such as control / robotics /
planning, operations research, economics, artificial
intelligence, and others. The algorithm in its exact form,
computes the optimal cost-to-go functions and an
associated optimal policy, but is very often impractical,
because of overwhelming computational requirements.
Thus, one often has to settle for a suboptimal control
scheme that strikes a reasonable balance between practical
implementation and adequate performance. In this lecture
series, after a discussion of the exact DP algorithm, we will
review several approaches for suboptimal control based on
DP ideas. These come under two general categories:

Part A (18 Sep. 2017, 15:30-17:00): Approximation in value
space, where we approximate the optimal cost-to-go
functions with some other functions, in a scheme based on
one-step or multistep look-ahead. There are various
approaches here, such as problem approximation,
aggregation, rollout, model predictive control, parametric
approximation (possibly using neural networks), and
others.

Part B (19 Sep. 2017, 11:00-12:30): Approximation in policy
space, where we restrict the policy to lie within a given
parametric class (such as a neural network, or other
architecture) and we select the parameters by using a
suitable optimization framework.

There are also mixtures of these two approaches, as
exemplified by the recent spectacular successes of
programs that, among others, have learned how to play
challenging games, such as Go, at or above the level of the
best humans. We will describe some of the currently
popular approximate DP schemes, focusing mostly on finite
horizon problems, and review their range of applications.
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